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FOREWORD

This technical report was prepared for the Air Force Rocket Propulsion

Laboratory, Edwards Air Force Base, California, by Rocketdyne, a

Division of North American Aviation, Inc. The report covers Phase II

of Contract AFO4(611)-9714 in accordance with Part I, paragraph B.2.b.(3)

under Project No. 3058, Task No. 305802, and Program Structure No, 750G.

The Air Force Project Monitor was Lt. L. A. Barlock, office symbol RPREE.

The research reported was conducted during the period 1 June 1964 through

31 May 1965 by the Research Department, R. J. Thompson, Jr., Vice Pres-

i4ent and Director. The Rocketdyne Program Manager was R. B. Lawhead,

withJ. M. Zimmerman and T. A. Coultas as responsible supervisors.

J. D. 3eader was technically responsible for the overall effort.

H. A. Friedman was the Principal Investigator, and with B. L. McFarland

developed the mathematical procedures utilized in the resulting digital

computer program. S. Persselin and the Principal Investigator were

responsible for coding the program.

This report has been given the Rocketdyne identification number R-6050-2.

This report contains no classified information extracted from other

classified documents.

Publication of this report does hot constitute Air Force approval of the

report, findings, or conclusions. It is published only for the exchange

and stimula'tion of ideas.
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ABSTRACT

An alternating direction implicit finite difference procedure is

developed for solving a general class of two-dimensional transient

non-linear ablation anL heat conduction problems for rocket engine

thrust chamber walls. Engine firing may be Steady or can consist of

multiple start or pulsing type modes. The analyBis is performed in

cylindrical coordinates (axial and radial) assuming an axisymmetric

multi-material wall having arbitrarily curved boundaries and interfaces.

A maximum (due only to computer storage limitations) of five different

wall materials may be treated in a given problem including one charring

ablative material. Temperature dependent properties may be specified

0 for each material. Chemical reactions within the ablative material

are handled in depth; also surface erosion due to chemical reactions

or melting at the hot gss boundary is treated and the resulting surface

recession is predicted. The numerical procedures have been programmed

in Fortran IV for automatic computation on the IBM 7094 digital com-

puter. Comparison of the results of sample tomputations with actual

engine test firing data is included in this report.
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SYMOLS

a,,b, ,d., coefficients used to illustrate general tridiagonal
system of equations, A=l,...,n

B input constant characteristic of the blocking phenomenon

C(T) specific heat of wall material

0 specific heat at constant pressure

P distance between adjacent points used in definition of
first and second differences

SF(x,y,.r) arbitrar-y'function used in definition of first and second

differences

P tec (T) fraction of mass converted from solid product.iof char-
reinforcementreaction) to gas by further decomposition

Fpy(I,) fraction of mass converted from resin to vapor by the
pyrolysis reaction

F rfraction of resin in the virgin laminate

F sc(T) fraction of mass remaining as the solid product of the

char-reinforcement reaction

Son('r) multiplicative constant (in [0,1]) used to simulate

intermittent firing in representative periods

f(x,-r) radial position of receding hot gas boundary

f initial position of receding hot gas brundary0 \

G(x,y,'r) mass flowrate of gases generated in charring material

G axial component of G(x,y, )

G radial component of G(x,y,r)
y

xi
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G i(x,-r) mass flowrate of gas or liquid species i ejected from
wall at hot gas boundary

H(T) enthalpy of gases generated in charring material

heat of decomposition mode i at eroding wall surface

h(x,TT) heat transfer coefficient

h value of distance increment when 6x = 4y

h x) basic convective heat transfer'coefficient prior to
modification for intermittent firing or blocking

K(T) thermal conductivity of wall material

modulus, heffz/K, where Az= min(Ax,hy)

n, outward normal, counterclockwise tangential directions,
respectively, at boundary of material region (s also
used to weight radial differences as r is used for axial
differences)

n. input constant characteristic of gaseous species j G
J ejected at hot gas boundary;

Q reference heat of reaction

Q(T) heat of reaction

q(x, r) heat flux

R(x,y. ) ratio, AAA assumed equal, within limits, to

G/G

R modulus, aAT/h2, used in stability analysis of linear
conduction analog

r parameter (in CO,i]) used for temporal weighting of
axial differences in linear conduction analog

xi'.
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rrecursively defined quantities in solution of general
tridiagonal system of equations, A=l,...,n

T(x,yp) temperature of wall material

T awx) adiabatic wall temperature

T minimum decomposition temperature of wall materialTdec exposed to hot combustion gas

T temperature of the environmentenv

T ninimu. pyrolysis temperature of the charring material
py

T initial wall temperature

Sx axial coordinate

Ax axial distance increment

0y radial coordinate

AY radial distance increment

cj(T) thermal diffusivity of wall material

Pf(x) radiation shape factor

weight ratio of species i and j taking part in
rij chemical reaction

emissivity of radiating wall material

r,n,k cumulative initial, truncation, and roundoff error intro-
duced in numerical solution of linear conduction analog

p(T) spatial density

p true density of component present in charring material

Xiii
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a Stefan-Boltzmann constant

time

AT time increment used for time step calculations

SUBSCRIPTS

AgB,C,D points adjacent to interior point 0 (to right, above,
left, and below, respectively) used with point 0 in
5-point analog of energy equation

B points on exposed hot gas boundary

c char

cony due to convection

eff effective

env due to environmental heating 0
glg 2,g3  gases generated by pyrolysis, char-reinforcement reaction,

and decomposition of solid product of char-reinforcement
reaction, respectively

0 interior point (xiyj)

1AQ interface point on horizontal, vcrtical mesh lines,
respectively

r reinforceant

rad due to\r&iiation

Ires resin ,'

s solid product of the char-reinforcement reaction

-j v virgin laminate

xiv 0 -~nhS~



1,2,3,4 regular points (xiyj), (Xil+1 Yj)9 (xivyj1 ),
(x i+ 1, Yj~i)# respectively, used in 4-poinv analcg of
continuity equation

CO free stream codditions
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INTRODUCTION AND SUMMARY

In order to effectively design rocket engine tLhust chambers which

are partly or completely cooled by heat sink or ablative techniques

or evaluate engine firing data from such chambers, it is necessary

to adequately predict the effect of combustion gas products upon the

wall materials for the particular geometrical nonfigurations of interest.

In 1963, in conjunction with Contvact Ho. AF04(6ll)-8190 (Ref. I ),

Rocketdyne formulated a transient one-dimensional mathematical model

of the i.echaniams affecting charring-ablative wall materials, i.e.,

heat transfer, erosion, and corrosion. However, a detailed solution

of the equations was not attempted at that time.

In April 1964, Rocketdyne initiated a 12-month two-phase program

entitled "Effect of Rocket Engine Combustion on Chamber Materials"

under Contract AF04(611)-9714. In Phase I of this program, which is

reported in detail in Ref. 2 , two goals were achieved. First of all,I- the equations of the 1963 model were verified. Secondly, a computer

code based on an augmented non-linear transient one-dimensional model

was written to relate the combustion environment to its effect on

ablative thrust chamber materials.

In Phase I, as described in detail in this report, dfinite difference

procedure and accompanying computer program was developed for solving

0I
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a general two-dimensional extension of the Phase I problem. The analysis

was performed in cylindrical coordinates (axial and radial) assuming an

axisymmetric multi-material solid with temperature dependent properties

and arbitrarily curved boundaries and interfaces. A maximum of five

wall materials can be handled in the computer program including no more

than one charring ablative material. Surface erosion of the materials

due to chemical reactions or melting at the hot gas boundary is also

treated in tho program and the resulting surface recession is predicted.

All heat fluxes at the boundaries and material interfaces are expressed

in terms of normally directed temperature gradients.

There are already in existence several one-dimensional and two-dimensional

programs for analyzing ablation and heat conduction problems, but none

it is felt provides adequate methods for handling these normal g.-dient

conditions at curved boundaries and interfaces. Furthermore, in most

previously existing programs, an explicit forward difference analog is

used to simulate the energy equation in each time step. In order to

avoid numerical instability with this method9 it is often nacessary to

employ prohibitively small time steps. In the present program, on the

other hand, a generalization of the unconditionally stable implicit

Peaceman-Rachford alternating direction method (see Ref. 3 for basic

technique) has been employed to discretize the energy equation in con-

junction with special second-order accurate techniques for simulating

normal gradient conditions at curved surfaces. Coupled to the solution

2

2

4 -, - _ __- - -- -

1a



I-

of the energy equation for the temperature distribution in each time

step is a finite difference solution to the first order two-dimensional

mass continuity equation for the mass flow rate of the generated pyrolysic

gases in the internally charring ablative material. The gas mass flow is

assumed to be zero at each interface separating the region from other

solid materials.'

In fomulating the model and developing the numerical solution, the

following assumptions were made concerning the charring ablative materials

1. There is assumed to be a single continuous charring material

which is described by a continuous rather than an interface model. Thus,

the moving pyrolysis zone, which separates the virgin material from the

char residue, is distinguishable only by the temperature range within

ihich the pyrolysis reaction takes place.

2. Chemical reactions occurring in the charring region are treated

in depth but are simulated thermodynamically in the heat storage and

gas enthalpy terms of the energy equation. They include a maximum of

three gas generation reactions plus cracking of the generated gases. In

addition to pyrolysis, a char-reinforcement reaction aild a. further decom-

position of the solid product of this reaction can also be handled.

3- The porous char is cooled convectively by the pyrolysis gases,

tho gas and char temperatures at any point being assumed identical.

Conduction o heat within the gas is taken to be negligible in coqparison

with that in the char.

0
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4. All momentum effects and thus consideration *f a momentum

equation are neglected due to the two following assumptions3.

a) negligible gas density relative to that of the solid materiSl

b) orientation of the gas mass flow vector in the char with

the temperature gradient rather than the pressure gradient

vector (tinier certain conditions, further 1!Qtrietlons ae -

placed on the direction of flow).

The heating and cooling mechanijml izaorporated in the model and hadle%'

by the program include engine firing, environmental heating, radiation 'to

the environment, insulation, chemival reaction and melting of the hot

gas vail surface, blocking of the hot gas by -the generated and tran-

spiring gases at the boundaries, abomical reaction and convective cooling()

(discussed above) in the charring material and conduction within each

wall material and across each material interface. Intermittent engine

firing with soakback is also treated including both ateady firing and

high frequency pulsing. The latter is simulated in representative time

periods by reduced values of the convective heat transfer coefficient.

The principal parameteri; computed and printed out a~t preassigned time

levels are the temperature distribution througbout the wall materials,

the gas mass flow rate at the hot surface of the chaing ablator, and

*the new surface positions of the receding hat gas boundary. Also computed

and optionally printed out are effective heat transfer coefficients at the

11 0



wall boundaries and (both axial and radial) =ass flow rates within the

ragion of charring. Finally, a neatrix is supplied at the termination

of the calculation of tile maximm temperature achieved at each compu--

tational point within the charring material. This is particularly use-

ful In case of multiple start or pulsing operations. Input requirements

Include the temperature dependence of the phyia an heia rpert es

of the wall materials, the axial variation of the various surface heat

fIliaiand hot gas surface erosion parameters, and explicit piecewise

quadratic functions describing thae nozzle wall configuration. Also

required are the initial thexinl en2Aions as well as the composition

of the charring material.

Program options includes (1) UP to 5 wall materials, only one of which

chailr internally, (2) erosion of the hot gas surface of any of the

materials exposed to firing, (3) omission of 4±~~Xcharring or eroding

materials which results in a straight conduction analysis.

In this xeport a brief description is given of previo~us work In the

area of two-dimensional' transient ablation calculations and a comparison

Is drawn with the present program, a discussion and derivation are

preaerted of the ablation' and heat conduction equations, the numerical

procedures developed to solve the equations are described, and the

eesentials of the computer program are discaissed. The results of several

progmrJ ciakatations are presented and compared with available experimental



* test data, and typical examp.Les 1of computer runs arm described In detaill

Finally, xeeomendations are given for fuirther development and imple-

mentation of the two-dimensional program.

1<7



BEVIOUS MIGAM!ONS

'2he widespread utilization of ablative :Materials for no.se cones of re-

entry lehicles -and for rockcet engine thrust chambers has stimulated the

develop0ment Of analYtical Methods for predicting the transient behavior

'of such materias. As described in Ref,. 2,* a number of analytizal

msthods have been developed 7or handling one-dimensional models in

eithe-r TeCtAn~ -o rpMn -coo-"j-te.

On the other band, relatively little effort has gone into the develop-

ment of multi-dimensional models which are needed for a more accurate

.0 descriPtiOn Of heat transfer Phenomena in the complex geometx7 of actual

multi-material thrust chamber walls. In what follows we give a brief

smayof Previously develO.Pee mui-dimensonal models, as discussed

'in available literature, inelading the use of thermal analyzer computer

programs, moels developed primarily for nose-cone applications, and a

~ 1 -. - - remmet two-dimensional nozzle model. A comparison is then drawn of the

-. I capabilities Of the computer code developed in the present Phase 11j program with the others described.

?HERM AMALZER COP$TER PEOGRA1M

Eoclcetidyne has made extensive use of modifie'd versions of two thermal

anelyzer digital computer programs, namely T'IGER (Ref.- 4) and TAP

(Ref. 5 ).Both of thes Programs Termit the solution of mu2ti-
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-©

dimensional heat conduction problems for multi-material walls and

structures. Surface boundary conditions may consist ,of radiation and/or

convective mc ,'s of heat transfer. An explicit finite difference solution

technique, subject to the usual stability criteria, is utilized in both
*. /

programs.

/

The TAP program is the more versatile of/the two'since it can handle

temperature-dependent physical properties, a wider yariety of surface

boundary conditions, and can more easily approximate cylindrical co-

ordinate systems. However, 'like the TIC i'piogram, it is not suf-

ficiently versatile to solve the problems ;of interest'to the present

program, namely those involving solid materials which are subject to

internal charring and/or surface ablation, without considerably over-

simplifying the actual physical and chemical processes. Purthermore,

the user of the TAP program must, after selecting the positions 6f the

nodes, submit as input to the program the coordinates of each node as

well as all the corre ',:onding capacitances and conductances. For complex

geometries, the necessary pre-calculations as well as the writing of

data sheets can be quita time-consuming. As will be discussed in detail

later, the computer program presented in this report automatically sets

up tho noae poir-to so as to minimize the required pre-calculations.

MULTI-DIMENSIONAL COMPUTATION METHODS FOR NOSE CONE TYPE PROBLEMS

Hurwicz, et.al. (Ref. 6 and 7) have described multi-dimension computation

8
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schemes for electronic analog computation which have been developed

to solve particular simultaneous ablation and heat conduction problems

for re-entry structures. In order to handle surface recession, a

shrinking coordinate system is utilized in conjunction with the usual

finite difference equations. Typical calculations for several structures

indicate the significant differences between more exact multi-dimension

calculations and one-dimensional approximations.

TWO-DIMENSIONAL NOZZLE MODELI

McCuen, et.al. (Ref. 8 ) have developed a two-dimensional single-

material computer program primarily for application to non-melting,

non-charring nozzle throat inserts. The surface e; Dosed to the hot

combustion gases can, however, recede due to chemical reactions con-

trolled either by mass transfer or reaction kinetics. A miving co-

ordinate system is used in conjunction with an explicit finite differ-

ence technikuq. Only one wall material may be specific, but a variety

of internal wall boundary conditions are possible. Temperature-dependent

material properties can be utilized including directional thermal

conductivities to simulate anisotropic materials.

COMPARISON WITH PRESENT PROGRAM

The numerical procedures described below and the resulting computer

code developed in Phase II of the present program are more comprehensive

9



in many important respects than those previously available programs

discussed above. Charring, for examplep is handled in the present

program as a t-o-dimensional continuous process and not as a dis-

continuous interface reaction; on the other hand, except for the

Hurwicz program, which is not applicable to rocket nozzles, charring

is omitted in the other programs. In this connection it should be

mentioned that a version of TAP has been adapted at Rocketdyne to

simulate charring by effectively lumping all gas generation and con-

vection effects in the storage term of the energy equation. Of the

programs discussed above, only thQ McCuen code includes the effect of

boundarj curvature in the normal temperature gradient conditions at

the hot gas surface, by all means the most important region, through )
use of a radial curvilinear transformation. The present code can

account for curvature at all boundaries. The present program employs

an implicit '..nitc difference procedure to solve the energy equation

thus avo "' "miting the size of the time step used in order to

insure the stability of the numerical computation. This limitation

exists in the other programs available except for that of Hurwicz

which requires no disoretization of the time derivative at all, being

an analog procedure. Usually an implicit method requires a time con.-

suming iterative solution in each time step, but, as discussed below,

the alternating direction method (ADM) used in the present program

generates a tridiagonal system of equations in each time step which can

be solved directly by well known recursion formulas, Although the

10
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explicit method is between two and three times faster than the ADM in

each time step, the ADM can often use a time step as much as 100 times

larper than that needed for the explicit method and is therefore general-

ly much more efficient. One excellent fc ,ture of the McCuen code not

treated in the present analysis is the aIility to specify different

thermal conductivities in the axial and radial directions.

The comparison between the presently znDorted code and those discussed

above is summarized in Table 1, where "2t-ABLATE" is used to designate

the former. The full name of the code rmorted here is Two-dimensional

Charrinj Ablation Program. The Hurwicz code is omitted from the table

due to its analog rather than digital nati-re and its non-applicability

") to rocket engine thrust chambers.
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Table 1-

Comparison of the Present Program With Some of the Previous 2D

Conduction and Ablation Codes
2D-ABLATS

(presently reported
TIGER McCUEN code)

Transient yes yes yes yes

Conduction

Charring no no no yes

Surface no no yes yes
Ablation

More than yes yes no yes

one Material

Temperature no yes yes yes

Dependent
Properties

Finite Dif- explicit exp. exp. Implicit alternating

ference Method direction method (ADM)

Numerical conditional cond. cond. unconditional

Stability

Normal Flux at no no *yes yes

Curved Boundaries

Anisotropic no no yes no
Conductivity

G
12



0
MATEMATICAL MOML

Al PRELD4IARY RMAUM

A tvo-dimensional transient mathematical model is developed below des-

cribJWS the coikpled conduction and charring ablation mecmanisms which

are itduced in the walls of a rocket engine thrust chamber during engine

firing. It is assumed for the presentation that the reader is fami

with the descriptive motivation and discussion contained in Ref. 2 , the

final report of the first phase of this program. Thus the discussion

presented here will be limited to those areas in which the Phase 2 model

differs frou the Phase 1 one-dimensional model. These include the extra

dimension, the thermodynamic siz-ulation of the chemical reacttons

occu-ring within the ablative material, the cmission of all momentum

effects, and the degree cA assumed knoa.Ldge of the material properties

of the charring ablative material.

The general approach taken is similar to that of Ref. 2 in that internal

charring is treated in depth. Both heat floif and gas mess-flow are

handled in two-dimensional cylindrical coordimates, however, using the

assuzptiou of axial symmetry to restrict their spatial variation to the

Sial and radial directions.

0



In this section we will describe 'the major features of the mathmtical

model. Further details, such as the basis for the thermodynamic simula-

tion of chemical reactions In the energy and continuity equations, are

given in separate appendices at the end of the reportb

2he equations develcped are presumed to hold In region bounded by qui4te

arbitrarily curved boundaries. In practice, the overall, multi-region

configurations are limited to those typical of the walls of rocket engine

thrust chambers * Similarly the boundary conditions utilized reflect the

heating and cooling nechanisms which describe the thermel environment of

the chamber walls during engine operation. Figure 1 is a sketch of a

typical thrust cab er wall configuration in cross-section, along with

exwzles of the heating conditions encountered (in Fig, 1 the receding0

hot gas boundary Is indicated as well as the norm--l end tngeatial

directions assumed for the material regions).

MMWP~Y CONMNUI, AND FISCEMION EQLA OS

Using cylindrical. coordirates (axial ad radial), the energy and contin-

uity equations, respectively, can be written In the following form, for a

JI charring waL7. material (see Appendix A for JuWsTjiation):

14
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i iO

a(i)

[P - -Q, ZVI dT I F

= + i y) (2)

where i ranges over the chemical reactions taking place vithin the

waterial. For a non-charring material, in which no reactions and thus

no gas mass flow occurs, Eq. (2) does not apply and Eq. (1) reduces to

the pure conduction equation:

Using the following expression for the density p of the charring

material (see Apendix B for the derivation)

P OvP (l-FresFp)+ -O* Ql-r s-r )F c-Fd F J ,(4

ve may substItute in Eqs. (1) rad (2) to obtain the following more

convenient expressions:
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Consideration of a mwtz equation Is avided by the- use of two

--- 0assumptions. Strictly speakin . (Sq ) is an expression for the

density only of the porous solid mater-lal In the cbsr xegion end not of

the entire reglon. The missing term, the density of the gas, Is assumd

to vary so slightly with tim t&at the derivative of this q=titty can

be neglected in the continuity equation. Its e3imination from the energy

equation. on the other hand, is effcted a3gebraically as shown In

Appendix A. The only rezaining dependent variables (other than those

Parameters 'with known temperature derenenee) are T, 03e and G.

The second basis upon hich ioventum considereions can be elimInated is

the assutzption that the orientation of the gas =ss flowrate in the char

17



region is in the direction of the tenierature gradient vector,*rather

thmn the pressure gradient vector, as indicated in the foUoving equation

x

In the energy equation, the gas cracking reaction is simulated in the

convection terms by rirtg anasR(T nd S T beE

is assimed to be a known function of e ture and includes the effec-

tive heat of cracking as well as the integral with respect to t ture

of the gas specific heat at constant pressure.

All pbysical am chmical mterial properties aMearing in Eqs. (1) -

(6), i~e., Fn Fsc? "dL PC, and 11, are assumd to be known

functions of temperature.

In the case of surface erosion, one more dependent variable of the analy-

sis uust be accounted for, nmely, the changing radial position,

y f(z,1) of the receding hot gas boundary (see FIig 1) Thie fol-

lowing differential equation relates surface recesslon to the surface

nrosion necant :

i

Vhere I renges over the species of gas or llquid g-ted at the sur-

fao and does not Inclucle those generated within the terial and ejectedi The direction of flow =W be further restricted as discussed on pae 65

18

- - -



at the surge. Tha values of G, are determnned through a teperature -

coipled analysis of the erosive medby'sms occurring at the surface.

Mis :W discussed below in the section on initial and boundary, cuvdi-

tos. In E q. (p8, P is the density of the de-ixaosing val material.

7he minus sign on the r*t side of Eq. (8) is required because of the

negative orientation of the mass flowrates, Gi.

In order to colete the specification of the model, given in part by

EqS. () - (8, hich determines the teerature tribution through-

out the vail mterials and the mass flowrate distribut'ion in the ablative

naterlal, and In order to calculata the positis of the receding ht gas

bouIiary due to surface erosion, it is necessary to specify initial

values for these parmeters and boundary conitions which describe the

the1rn. e change between the vall.oate'rials and their iimediate

For purposes of the present analysis, all vall materials are t~e-tn ni-

tialiy to be at sme uniform te e e. After firing corze=es, the.

Vail zterIals ame assumed to be heated at the hot gas bounaary by can-

vectlax but are pertted to radiate to the surx mUn:s V-- other

bowdaries m&y be either insulated or xadiatimg surface.

Q9
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In addition, allowance is made for the;'possibility of a known heat flux

at certain portions of the boundary due to heating or cooling by the

outside environment (e.g., aerodynamic heating by the atmosphere during

re-entry). 'inally, perfect thermal contact is assumed at interfaces

comon to two adjoining materials, .which implies continuous te(erature

and heat flux distributions across the interface. Heat is transferremd

through the walls by conduction only until some point within the inter-

ior of the charring material reaches its minimum pyrolysis temperaturc.

After subsequent generation of gas and formation of a porous char within

the ttrial, convective cooling takes place due to the flow of gas

through the char. In addition. heat is lost or gained through the

process of gas generztion itself. Similarly, all the heat brought to

the wall at the het gas boundary is conducted away from the surface into

the interior until same exposed surface point of one of the wall mate-

rials (or the char re-idue in the case of the charring material) reaches

its miaJum decai~oosition temperateo Then some of the heat is absorbed

at the boundary as the surface erodes (or perhaps released, depending

upon the reaction that takes place). In addition, the surface heating

is diminished b,,, the so-called "blocking effect" of the gases ejected

into the hot gas stream, including those generated both at the surface

and within the ch&arring mate, A..

20



The qualitative discussion given above of the driving mechanisms for

the initial and boundary value problem under discussion can be expressed

more fozmally in summary, as follows:

Initial Conditions

T (x,y, 0) u(9)

I0

G (x,y., ') 0 for T(, y, ) !CTy (10)

f(x,) = f (x) for T(x, f(x,.),) Tdec ()

where To- Tdec_, and Ty are known constants and fo(x) is a known

function of axial distance* After th beginning of pyrolysis, Eq. (10)

can also be treated as a boundary corition by restricting attention to

those points (x,y) in the charring material for which T(x,y, Tpy.

Boundary Condition

If n is taken in the outward normal direction at a boundary (see Fig.

1), we may write

K =- heff(Taw-T) + 1(&,I)G, (i)

where

f hconv + hrad + henv
o at insulated boundary
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Equations (32) and (13) comprise a convenient formulation o~' all the

boundary conditions on the perimeter of the multi-mterial wail being'1analyzed. For example, Taw, hcnv an the species summation (where

the rangeof ± is the same as in Eq, ( 8)) have pbysical significance

onlyv at the hot gas surface exposed to engine ffriig At other bound-

aries they either are zero In Eq. (12) or cancel out. For example, in

the case of a surface at temperature T radiating to an environment at

teMperature TeIwe have r 0, the radiative term in Eq.,13

is expressed by

060 _fenv)
hrad Ta4-T (1.

and (if there is any environmental heating) we have0

T-Tv (15)

Thus, when Eq. (13) is substituted in (12), h CWand Taw do not

appear, In Eq. (12), Taw is a known function of x, K is a known

function of T frtr each material, and the (AH i) are known constants

for each material * The G i are determiwned by a method developed at

Rocketdyne (see Rlef. 9 and Appendix C) which comnbines Many of the

features of the Surface Kinetics Method discusised in Ref * 2 with a

diffusion approach. In Eq. (13), the term h covincludies the
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following modifications of the basic heat transfer coefficient, hconvI

due both to simulation of intermittent engine firing with soakback and

to the "blocking" or "blowing effect" of the gases ejected at the hot

gas surface:

hconv = Fon( )honv(x) - BC /CiT (16)

In Eq. (16), Fon(-) is a known step function which takes on constant

values between 0 and 1 in order to imulate "on" time during representa-

tive time periods of intermittent steady firing or hih frequency

pulsing with soakback, and h is a known function of xe Thecony
suanation in Eq, (16) is taken over all gaseous (only) species ejected

at thl surface, including those generated internally as well as at the

surface. In the blocking tem., B, C , and the n, are known constants

and the H are known functions of teuperature. For the gases gener-

ated at the surface, the G are obtained as described in Appendix C

and for the internally generated gas, we have

Gu(G:+ . (17)
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Interface Conditions

At an interface separating material regions I and J, the continuity

of temperature and normal heat flux conditions are expressed in the

following form:

C)TI CnII _." I(18)TI -Tj, -1,9 --I j " IJ

where the minus sign results from the opposite senses of the outward

normal directions frcm materials I and 3.

The complete initial and boundary value problem tha has been solved

numerically and coded for automatic coputation is given by Eqs. (5) -

(18) along with subsidiary equations from Appendix C for the mass flow-

rates of the gases and liquids generat, at the hot gas surface,

24



hMERICAL SLUTION OF ABLATION AND CONDUCTION EQUATIONS

GENERAL APPROACH

The two-dimensional transient nonlinear boundary value problem of abla-

tion and heat conduction defined by Eqs. (5) - (18) was solved numer-

ically using finite difference techniques* The second order energy

equation was discretized in accordance with a virtually second order

generalization of the unconditionally stable inMlicit alternating-

direction method of Peaceman and Rachford. Generalization and modifi-

cation of this method were required for several reasons, including:

(1) the nonlinearity of the equation and boundary conditions; (2) addi-

0 tional gas generation and convection terms in the equation due to

charring; (3) coupling of the energy equation with the continuity and

recession equations; (4) handling of more than one material; (5) the

treatment of normal temperature gradient conditions at curved bounda-

ries; and (6) the changes in boundary gecmotry due to surface erosion

and recession* The first order continuity equation, on the other hand,

.as approximated to first order in time using a backward difference and

to second order in distance. Because of the backward time difference,

the resulting set of difference equations in each time step can be

solved explicitly by proceeding from the vicinity of the char front to

the hot gas surface with a four point formula.

0
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The recession equation, i.e., Eq. (8), was discretized using a forard

difference approximation for the time derivative. Due however, to the

iterative method described in Appendix C for evaluating the Gi and

new values of the radial position, y = f(x3T), of the hot gas bound-

ary, the time difference approaches a second-order central difference

aimroximation.*

The ase of essentially central or backward time differences in the

finite difference version of Eqs. (5) - (8 ) should guarantee that the

solution procedure will be unconditionally stable with respect to the

time step procedure used in the interiOr of the materlal regions. (She

stability of the distance step procedure, on the other band, used

within each time step to solve the continuity equation, has not been ()
esta ijshed. 'As a matter of fact, a hanogeneous linearization of the

difference equation has been shown to be unstable.)

As a result of the high values of the heat flux encountered at the hot

gas boundary during periods of steady firing, limitations are imposed

upon the size of the time steps utilized. In general, however, these

limitations are not nearly as severe as that required for an explicit

discretization of the energy eqwatlon, and are not necessary at all

during periods of sparse intermittent firing or during soakback.

0
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Uncoupling of the equationis is achieved iii each time step by predicting

first the new position of the receding boundary (vhen recessica occur),

then the two-dimnsional temerature distributim, and finally the mass

flowrates in the charring material. only one such calculation cycle is

performed in each time step.* The only iterative procedures utilized

are local In character, such as the recession 2alculation (see Appendix

C) and a special routine vsed in the comuter program for ccvouting

values of the effective heat tranfe coeffiiient at b4uidaries subject

to strong heat fluxes.,

Spatially the discretization is achieved through Imposition of a mesh

on the multi-material region of Interest. Mesh points are located at

0 the intersection of the radial and axial mesh lines with each other

(regularly spaced points) and with the boundaries and interfaces

(irregularly spaced points). Axial mesh lines must be equjidistant, but

the spacing ofC the radial mesh lines can be variable * The latter

feature permit4 amccatation in areas of possibly strong axial heat

In simulating normal gradients at curved boundaries,. exact relation-

sh~ps are employed In the usual fashion to relate the nonmoI. and tan-

gential derivatives to the axial and radial derivatives In terms of the

slope of the curve., These derivatives are usedL In conjunction with the

27
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physical assumption of no local flux along the curve and second order

spatial differencing to obtain an expression for the normal derivative.

In the recession procedure, norma. recassion is actually predicted and

then is converted to the equivalent radial recession, again in terms of

the slope of the receding boundary.

I After the iterative prediction of the new radial positions of the hot

gas boundary (i.e., the nev intersection of the boundary with the radial

I mesh lines), these values are smoothed to conform to the overall con-

verging and diverging character of the initial boundary geometry. Then

first derivatives of the new curve are obtained numerically at the

radial positions. Finally, interpolation is performed to obtain both

the new axial positions and the derivatives at these positions. This -

provides the basis for the calculations in the remainder of the time

step.

In the time step procedure utilized, all systems of equations generated

are at worst tridiagonal and are easily solved directly or by well-

known recursion formulas.

Explicit details of these numerical procedures are given in the follow-

ing sections.

A system of linear equations is trdiagonal if its uonzero coefficients
appear only on the min diagonal and its iwdiately adjacent digonals.

0
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MESH PROCEDURE AID FRM DIPFEREM &FDINIONS

At each level of time Tk Ik-l + ATk-l a rectangular mesh or network

oflines, x=x i and ywyh, ere x= xi. l + ax i and

yj = y, is ioposed on the wall mterlals in the x-y plane. A

typical exaMple is shown in Fig. 2 . Intersections, (x,yj), of the

mesh lines are called regular mesh points, an-An-ttez-mectio ns of =h

lines with boundaries or interfaces are called boundary or interface

mesh points. Boundary and interface points are ug.ully iiTegular. A

regular mesh point, Thich is not on the boundary of the materil region

in which it lies or ,m its interface with another Tegion, is further

termed an interior point.

0*
To approximate the ecitinuous distributions desired, discrete teipera-

ture and mass flowrLte distributions are obtained which are defined

only at mesh points and at discrete times T. . These approxim tons. ,

are provided by e_.1oying finite differences to replace the time ad

space derivatives of Eqs. (5) - (18) at the mesh points. Tiree-level

second order accurate differences are used for the space derivatives,

centered at interior points and off-centered at boundary and interface

points. Two-level differences are eplyed for the time derivatives,

either first or second order in accuracy depending upon the weight

given to the time levels used for the remaining terms of the equations

0
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11
in thicb the time derivatives agear. Equations (j) - (7) are dis-

cietized only at interior points and Eqs. (12) and (18) only at boundary

and interftce points. Eqiution ( 8), bei g mny on-dimensional in

distance, is e at the axial locations x -

For convenience of notation in defining centered space differences at

an interior point, (xjiyj), ye assign this point t'he vblcrpt 0

and the four adjacent points Ihe subscripts A, B, C, and D, as shown

in Figs. 2 and 3, ,'here the lettered points need not be interior

points (PSg. 2 ). We further let dA be the distance between points

o and A, dB the distance between 0 and B, etc. (see Fig. ).

Then centered finite difi1zence kwproximationms to the first sad second

0 axal3 derivatives w~e deianed for use in Eqs. () - (8 ) as follws,

here F(xy,). As au arbitrary function and Vhere = dA + dC

PC =  A, C -

Ok-! 3a ,k (19)

7.e defining .£on- , for 'cantered raial dif ferences 6m -zalogovs o

those of Bqs. (id?) ad (20) and thus have been cmittea. Using the =m~r
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point grrangement, the off-centered (to the left) first axial differ-

ence At point A (which J ieeded when A is either a boundary or

interface point) is defined by the following:

A, 'rk

[(DA, CAA, k.D, J0, k~AFC, kj/A, C (21)

Similarly we obtain the off-centered (to the right) difference at C:

F8'+)FCk (Fyd8)FO,kC, 'rk  x 2~ x
- -d ,k",CFo, k+(DA, "do)F,k)/PA, o '(22)

Both left an right off-centered temperature differences are required

(at an interface poinT, separating materials of different thermal conduc-

tivities for, in such a case, the derivative is in general discontinu-

ous at the interface* Downward add upwrd oft-centered radial differ-

ences are defined analogously and are required for similar reasons.

All the expressions defined above are accurate to secoi order and can

be derived by manipulaion of Taylor series, truncated after the quad-

ratic tem, expressed at each of the points A, B, C, and D about the

point 0.

The time differences used in Eqs. (5) - (8) are defined differently,

being formulated as two-level rather t~han three-level expressions. To

0
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--- 0
approximate the derivativ with respect to time at any mesh point 0

in the (k+l)th time step, i.e., in going from time rk to time

-k+l we use the following definition (where, for convenience, we drop

the subscript on AT):

oR k k i 0  k+j0  
(23)

The derivative in Eq. (27) is taken to be at some time Ti between

and 'T+l" When R io St or )+1 exoctay., then Eq. (235 is a for-

ward or backward difference. , ctivly, snd provides only first

order Accuracy. O=,y when R w %* dot- the epression give full

zeond order accurac-. The vlue of R is it emrined in a given dis-

cretization b the feitt factArz' assigud to the spatial differ-

onces ar. the other t a-&ryIz, term,> o: t. equation at each time

levei. ,"Cor VI , o sjwti.1'a di4fftrances were assigned weight

0 0,t tim4 or,. uA eight 1. at T . . tken 9 would assumi

Ile ,4awxm . V wi tarm a dizi. I Ation stable when errors do not

qgz*m &.in. t be ,A,;ion reqzi-W.i geor itrv solution and call it uncon-

41tiona,2,;y oiv7 )r/, 'ghe it i sioble for wiy size time step used, then

aevaroO.Ir ta bilit - is assured only when R k k+i. In

the n0ct, sect, .I through use of the simple liinear two-dimensional
trasrn~t heat comduotion equation, the various possibUlitls for R

0
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are illustrated and a stability analysis is indicated. Jncluded is a

ca.qwion of same of the commonly used difference methods with the

alternsting-direction. method, which for the linear case, effectively

yields a value for R of k+i.

DF--EN SCME S FOR SOLVIN TO L = CONWDUCTION EqATION

As indicated above, the linear two-dimensional transient equation of
heat conuction, w AIh follows, is a convenient vehicle for illustrating

sme of the man two-level finite difference methods for solving para-

bolic partial differential equations such as the energy equation

expressed by Eq. (5):

0 (24)

Most of the coanonly used discretizations of Eq. (24) can be repre-

sented by the following two-parameter family of finite difference equa-

tions (for which we assume a constant mesh size h 6 x Ay and, as a

matter of convenience, omit spatial subscripting):

1 Tk~1 -Tk 2 2
05 T .(l-r) ,2(ls)52T (25)

S- - r'7xk+lYU$. k+3. Oi yk

Here r, a axe weighting parmwters which lie in the closed interval

EO,1 and whose values determine the level of the time difference,

35
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i.e., the value of i(as defined in the last section). In general.,

we may write

k + (~s)/2(26)

Thus, for exai~le, when r n 8-=0, the most famdIliar form of Eq*. (2 5)

is obtained, the forward difference equation. In this cane we have

ak and only first order accuracy is provided by the time differ-

encing. The forward difference approximation is also referred to as

explicit because tmach applicabtion, of it contains only one unknown

p(temperature at time -r+)and each member of the system of equations

generated in each time eti.p can be solved individuilly.

If 'we designate a numierical scheme for solving a system of finite0

di~erence equations as stable (in time) if errors do not grow during

the calculation and unstable if they do grow,, it can be proved that the

explicit scheme (r s 0) is stable if and only if the following

inequality holds:

h (27)

(A stability analysis of Eq. (25) for all values of r and s is

given in Appendix D.) Inequality (27) is often written in terms of

the modulus Rw as follows,
h2

* (28)
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Because this condition is not met for all values of AT, we say then

that the explicit method is only conditionally stable. This restric-

tion is, in some cases, more damaging than the first order truncation

error incurred in using a forward ditference. In fact for large values

C1
of the scheme may not be useful because of the excessive number

of time steps required despite the brevity of the calculation in each

time step.

By set"- ing = s = 1 in Eq. (25), we obtain the implicit backward

difference analog of Eq, (24), which, although stable for all possible

values of R (ie., unconditionally stabl=.), is only first order

accurate In time, R taking on the value k+l. In this case simulta-

3neous systems of difference equations are generated In each time step

containing as many as five unknowns each. Such systems are very time

consLuing to solve, usually requiring iterative procedures for most

effici nt treatment.

For r = s and thus =k+*, Eq. (25) reduces to the well-known

Crank-Nicolson method, which in addition to being unconditionally stable

is second order accurate in time. The simultaneous systems of differ-

ence equations generated, however, as in the case of backward differ-

ences, require time consuming iterative methods for solution. As a

matter of fact, it is evident that as long as r and s are both
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nonzero, the systems of equations generated will be of the same form,

requiring iterative solution. If, on the other hand, at least one of

the parameters is 0 in each ttre step, the systems generated will be

tridiagonal and admit of sinle recursive solution without iteration

(the form of the general tridiagonal system of equatics is given below).

In addition, as shown in Appendix D, it is necessary for unconditional

stability that 2 k k+j. Only when k4p does the time difference

provide second order accuracy.

The only difference schemes which meet all three standards (of gener-

ating tridiagonal systems of equations, satisfying a necessary criterion

for unconditional stability, and having second order local accuracy in

the time difference) are those for which r = 0 and s = i or r = i .

and s n O. If either of these assignments of values is used, however,

and permitted to remain fixed, the resulting scheme still will not be

umconditionally stable; although the assignment satisfies a necessary

condition (k • k+), it is not sufficient to provide stability for all

valuea of R. However, it is shown in Appendix D that, by choosing

r = 1 and s a 0 in odd time steps and r = 0 and s 1 in even

steps, the difference scheme is unconditionally stable. By specifying

r and s in such a manner, Eq. (25) reduces to the alternating-

direction method of Peacewan %nd Racbford. The generalization of this

scheme (given below) to Eq. (5) retains most of the advantages
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r dese.ibed. tiere * The systems of equations generated are tridiagonal arA
the value of k is k+* (before linearization in which coefficients

are taken at time Tk) Although a full stability analysis has not been

performed for the generalized scheme, it has usually been found in deal-

ing with the conduction equation that, if a difference procedure is

stable in the linear case, it will be stable for the nonlinear as well.

As indicated earlier in the report, however, stability of a difference

analog of he conduction equation does not necessarily extend in general

to the coupled boundary procedure. It has been shown (Refs. 10 and 11)

that for the linear equation in .a bounded region, with values specified

on the boundary, the alternating-direction method coupled with the known

distribution on the boundary is unconditionally stable* In the case of

)boundary heat flux conditions, however, stability does uot automatically

follow and, in some caaes, restriction of the size of AT is required,

as discussed later in the report.

The results of the above discussion of the four schemes obtained from

Eq. (25) in the linear case are su ized in Table 2

CO:PUTATINAL PROCEDURES

In each time step of the umerical solution of Eqs. (5) - (18), the

major ccputational procedures are performed in the following order:

0
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Table 2 *Couparison of difference schemes
for solvIng the linear conduttion equation

Order of
Difference Stability Value Time

ZeScheme Criterion of k Difference

rms=O Forwarda 0 tRES.L S1 k 1 st

ytu8Wl Backward 0 aR :9 k~J 1 st

r IRCxtnk-Nicolson 0 1R S k+t

and Alternating-dfrection Q~Sk.
rmO, sal (Peaceman-.Rachford) k* e

altrnltely
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first, new surface positions are predicted (vhen erosion occurs) at the

hot gas boundary; second, the temperature distribution throughout the

vll materials is obtained at the new time level; and, finally, gas

mass flowrates of the generated-gases are calculated within the charring

material (after charring begins). The numerical methods employed in the

program for each of these steps are described in the following

paragraphs.

Prediction of New Surface Positions

First an iterative calculation of the values of the mass flowrates of

the gases and liquids generated at the hot gas boundary Ly deccposition

of the surface wall materials is made, as described in Appendix C. Then

the following difference analog of Eq. (8) is used to predict the new

radial positii of the receding surface for each mesh line x a x. in

the time step, ' Tk .?,:

k + (

AT14F )2/p~ (29)

In Eq. (29), the swmtion index i ranges over the species generated

and sp&tial subscripting is omitted for convenience of notation. The

iteration described in Appendix C is performed in such a manner as to

approximate the average value of the and P during the time step
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Thus, the subscript k+j is justifted and we see that, except for the

time level at Uhich the space derivative of f is obtained, the left

side of Eq. (29) is a central difference.

After prediction of the new positions during a time step, the new values

are smoothed by a reordering process to insure the monotonicity of the

converging and diverging portions of the thrust obamber as initially

given in the program. In most cases, reordering will cme close to

preserving the volume of mterial lost and is mch itster then ,-V ^

the more sophisticated methods, such as curve-fitting, Moreover,

because generally the raw predictions will themselves exhibit monotoni-

city, reordering will cause fewer unnecessary cbanges to be made in the

predictions than will most curve-fitting procedures. )

Derivatives at the new vall positions are aeroximatcA after =w'txing

through differentc as defIned by Eqp. (19), (21), and (22), "the latter

two being required whenever recession takes place along the right or

left extreme radial mesh lines, respectively. Finally, linear interpo-

lation and extrepolation of the new radial positions, and derivatives are

use ' to obtain the corresponding positions and derivatives at the new

intersections of the boundary vUh the axial mesh lins.

42
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Finit-ifference Anao._ of the Rergy

To Mllxtrate the linearization of the generalized Peacm -Rachford

alternating-dfrection method useed to diicretize the energy equation, we

rewrite Eq. (5) together with an accce .. ing symbolic scheme to indi-

cate the time levels at whIch the differences have been tkan. (Here

k and k+Z represent even levels and k+l an odd level):

Saz2

+-~ +~ + r -w- (30)

ODD: (k) ()(k) (k+l) (k) (k) (k) jk)x (k)? (k)(k)(k+l)(k)(k)

IEM1E: (k (Ir( (kdl) (k+Z) (k+2) (k (k+l.)2 (k~l x (k (kc (k+l) (k (kc

For exaple, in either an odd or an even time step. the symbol (k+l)

above meams that the difference analog is taken at time level Tk+l'

the symbol (k)x(k+l) means that a product ot derivatives has been

differenced, one at time level Tk and the other at Tk+l, (k+l)2

means both differences in a product taken at time level Tk+l amd

1!s used as before to indicate a tie level between k and kl+ at] hich a tie difference has been tan.

Te dIfferece analogs of Eq. (30) at 3a interior point 0 (see Ms-

2 and 3 ), n cdf and even time steps, as indicated in the symbolic
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scheme, take the following forms, respectively (where the spatial sub-

script 0 is omitted for convenience but is understood to apply to each

parameter appearing):

Odd Step.

Tkl1-Tk 2 8~
(PC)effk _7r I"k'xk++1 ,cx i B (G x 15xT)

(31

5 2 T + k
"k y k+Lj"y y k '-7 (Gy~

Even Step.

(PC)e Tk+2 k++l 2  F T xH k+l .)
(Ceffjk+l AT " k+lx'k+lLqkI~lxk+l_ 5 x 1G~ x~j x k+l

+ Kk+l Tk+2 4jl +Kq+lyTk+l 2i + (GY) Byk . (32)"yTk+l ,1 l

In Eqs. (31) and (32), (PC)efi is an abbreviation for the coefficient

of C in Eq. (5 ) and is discretized as follawc:

(PC)effk 0 (PC)k+%yp es T (Fpy)

+Ps*Q Erc,s+rr, s-l+Fdec(2i, k) 8T x (%c) (33)
,+ Qdeesc(Tmaxk) X ( ) k 4

44 ) , (F) I
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where 5 (Fi) is defined for each gas generation reaction i by
Tmax i

6 , ( Fi) . (34)
max Tmax, kTmax, k-i

We use 5 (Fi) in the discretization rather than the derivative
Tmax k4

of the known function Fi(Tmax, k) despite the introduction of a third

time level, the t.&ded cw.;,it er storage requirements, and the reduction

to first order local nccuracy, This is to ensure obtaining the gas

generation effect, even with a time lag, in the event of large jumps

in temperature for which intervals of large values of Fj(Tmax) would

be skipped entirely. This is especially likely when using an Implicit

- (method due to the possibility of using large time steps which would not

be permitted for an explicit method because of stability considerations.

Also, we use Tmax as the argument of F because the gas generation

reactions are not reversible and, in case of a drop in temperature at

some point, no more generation can occur there until the temperature is

raised back to the maximum thus far attained.

The use of bk d% 8,ylk+1/8yT instead of H'(Tk) and

H'(Tk+I) in Eqs. (31) and (32) is similar in motivation to the use of

85 (F.) I Et ensures the inclusion of all heat absorption effects
TMOX k4"

when the distance increments used are so large that intervals of large

H'(T) might be skipped. In this case, moreover, we are able to retain
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second order local accuracy and the storage requirements are not

increased.

It is evident from the definition of the differeuce Lperators B and

82 thatefor each interior point 0, Eq. (31) is a linear algebraic

equation in the three unknown temperatures TO, I TOk+L, and TA,k+I,

and Eq. (32) is linear in the unknwn TD,k+2, TO,k+2 0 and

Furthermore, since for all interior points 0, the adjacent points

A, B, C, and D will ultimately include all boundary and interface

points as vell as the interior points, we will be left with many more

unknowns th;,n equations. In order to make up this deficit, we obtain

difference analogs of the boundary and interface conditions at each of

the respective boundary and interface points. The procedure used to do

this, particularly in the case of curved surfaces, is the subject of

the next section.

Normal Gradient Procedures at Curved Boundaries an 5iarrfaces

As indicated above, difference analogs are required of the normal

gradient conditions expressed by Eqs. (12) an (18) at the boundary and

interface points in order to generate as many equations as there are

unknown temperatures. In obtaining the added equations, we must be

careful not to introduce any further unknowns to the system, or, if we
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do, to provide a means for their elimination. In both Eq, (12) and

Ea. (18), we may rewrite the normal deriva~tive by making use of the

following exact relationahip, obtained through geoawetrice.1 ccnsidera-

Here y 9 (x,?) is the equation of the boundary or interface mnder

considerat~on (vand can only be time depondent at the hot &s boundary),

and the plus (minus) sign is used at a lower (upper) boundary, iee.,

when the outwrard normal has a positive (negative) comonent in tL-,

* y-dfrectione We see that Eq*. (35) holds even when the slope is infinite

by taking the limit as E approaches + ~

At r. boundary point A forbied by the intersection of a horizontal me~sh

wifh a right lower boundary (see Fig. 4 ), for example, we substi-I'- I*-A, 05) in Eq. (12), obtaining

AI A;I Ii1

To discretize Eq. (36 ), we t ~o second order using

I 8"T the left off-cent~ed %- S ivrn by Eq. (21). We have1 z~ A' I
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no similar expression for af, however * If, for example, we express

about the adjacent intric.- point 0, which is in geueral its

B adjacent interic:w point, we obtain (assuming T to be quadratic

S + d•1 (37)
A 0 0

'1A IO'10

We see that our position is noz =proved by Eq. (37) due to the appear-

ance of the mixed derivative at 0, for wh-h no difference equivalent

has been defined (the reason is given below).

The difficulty encountered at a right boundary point A in expressing

6'A or, equivalently, in expressing e caa be circumvente" in

several wayso Those, howewr, which provide only a first ord- --

Imation to "T- or are not compatible with the alternating-directionA _
method (such as discretizing directly) were not considered. A

second order procedure for evaluating f, patterned after a method

devised by R. V. Viswanathan for solving Poissonce equation by relaxa-

tion (see Ref. 12), was attemptAa in the program but was discarded due

to the poorly conditioned system of difference equations it generated.

This method, although not applicable here, might be quite useful when

employed in conjunction with other schems for solving the energy

equation. A ccoplete description of its use in connection with heat

conduction problems can be found in Refs# 13 and 14.
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'4_



The m4thod finally emp1oyed to simulate normal gradient conditions at

curved boundaries requires, in addition to the expression given by Eq.

(35) for at a curved surface, a similar expression for the

counterclockwise tangential derivative and a physical assuaNtion about

the local behavior of The first is the following exact expression

relating to the axial and radial 4arivatives:

IT af/ &N

The physically based ass-mption is the vanishing of the tangential

derivative at a curved surface

-= 0 1", -

_ which is appropriate for most situatome encountered in roak6t mwgne

applications due to the Cim;ul~ of~ t by Then; fromu

Eqs. (38) and (39), we obtain the Tolovin3 condition, VhIch we use in

Eq. (35) to eliminate 6T AWN in an odd (even) tzw step at a bound-

ary or interface point lying on a horizontal (z -. l) mesh line:

i ZF aT (40)

Ina an odd step, we ccmbine Eqs. (35) and (40) to obtain

50050
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and, in an even step, we obtain

6T " + 6T + 2(42)

44

where the signs are employed as in Eq. (35).

Using Es. (41) and (42), we then obtain the followfrg conditions, equiva-

lent to Eqs. (12) and (18), for use at boundary and interface points on

L -horizontal mesh lines in odd tine steps and on vertical mesh lines in

even steps:

Odd Step. At a rigt or left boundary point, we have

K &u+ f (TT ) + ( i)GiJ / 1 + ,) (43)

At an interface point, we see that the derivative drops out entirely,

yielding

KCj)jT M (44)

Uhire the minus sign dro out e- Sqs, (8) because a non-vertical inter-

face is both a lower and an upper boundary.
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Even SSep. At a bounda.-y we have

r2
-K =+ 1eff(a.-T) +a(6ii)GI]/ I+ (45)

±

and, at an interface,

C)T 3T(46)

We see that, aside from the physical arsotrntion that =izhes,

Eqs. (43) - (46) are exact.

The discretization of Eqs. (43) - (46) then follows quite readily. In

an odd step, r,, - %+Tl. ve obtain the following.

Left Boundary Point C.

C, "xTA, ,k+.L  - Z7 C.A k (heff) A, ( ATck+l

,k C,..k

+ A (i)A(G)AJ /A1+ ( A t)

52
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Interfece Point P (with region I on the left and J on Ube right).

M .) 8 W+ ( O Wp) (49)
Plk X TPk+J.. kXTp ~

In an even step, Tk+l ,+,, the followj equatious reeult:

Lower Boundary Point D.

5+)T ) ) - L(T j -T Iso)
" D '2D,k+1 D m .

+ W D G , + l

( I) LJ per Bounday Point B.

In

k 'BI+2 1( f B, R+1 (w T +

F (51)
+ (G,) 1 1 + lz tf 1

Interface PoInt Q,

Mhe use of R in Zqsc (47) - (52) Indicates that, under certain hemt;,vg
conditions, local iterations are perfoned In order to obtain avexaged.

0
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values. Except for the case of surface erosion which is discussed in

Appendix C, these iterations are performed using the same boundary

formula, but explicitly discretized. A new value of temperature Is

predicted at the boundary point and then heff and K are recomputed

using an average of the predicted temperature and its value at the old

time level, For the present ersion of the computer program, the last

term of Eq. (51) vanishes, surface erosion only being permitted at the

hot gas boundary.

In an oc1. time step, then, we see that Eq. (31) with Eqs. (47) - (49)

provides coulete linear systems of algebraic equations (one for each

horizontal mesh line) with as many equations as unknowna. Similarly

Eqs. (32), (50) - (52) generate complete systems on vertical mesh lines

in even steps.

Only two steps in the method used to obtain values for temperature at

all the mesh points in each time step remain to be described. First,

Iwe will treat the tridiagonalization of the systems of equations gener-

ated by the above przcedures and the recursive solution of each trans-

I formed system. Secondly, a brief discussion is included of the

methods used to :alculate the temperatures not obtained by the recur-

sive solution, that is, the temperatures at the irregular points on

vertical (horizontal) mesh lines in odd (even) time steps (in the

I case illustrated by Fig. 2, for example, we require additional pro-

cedures to obtain T( in a stepsj;
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Tridiagonalization and Recursive Solution

In order to take advantage of simple recursive procedures for solving

systems of linear equations, we wish to transform the systems generated

by the procedures discussed above into tridiagonal systems of equations.

A tridiagonal system is one whose coefficient matrix contains nonsero

elements only along the main diagonal and its immediately adjacent

diagonals. Such a system, say consisting of n equations in the n

unknowns, ui: i=l,°...n; can be characterized as follows:

bluI + clU = d 1

a2ul + 2u3  = 2

0 a 5u b:2 +c ~ h = n

a u)

a3 u 2 + b~ u '£~ -d 3

an-lUn-2 + b n-U n-l + 0 n-lU n - d n-1

anunI + bnun  = dn

The solution to system (53) is obtained by the following recursion scheme

(also defined in Refs. 3 and 15), which can be easily derived using a

direct Gaussian elimination scheme such as the compact Crout method:

5
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r -  ' A =2,..., n

21

-az

z r n (54)

Un zn

C u
-A-r , = n-i,..., 1

For a given mesh line in, say an odd time step we see that the system

of equations generated by Eqs. (31) and (47)-(49) complies with the

conditions for tridiagonality as given by system (53) at each interior 0
point (using Eq-.(31)) and does not at either boundary point (points I

and n of system (53)) or at an interface point. If, say, the ith

point on the mesh line is an interface point, then the system gonerated

above has the following form (for n points):
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I klui + B U, + a~~ d1
I

a2 u1 + b2u2 + 0232 d2

ai-lUi_ 2 + bi_lUi_l + Ci_lUi  = di. 1

-iui2 + 'iui-i + Ci i + Diui+l + Siui+2 = di

ai+lUbi i+lUil i+lui+2  a d i+

an-lUn2 + bn 1Vn1 + a -n _1

-2 + -, + u n dn

In order to remedy this situation we must eliminate u3 from the first

equation of system (52), both 2 and u 2  from the ith equation,

and un 2  from the nt h equation. This is accomplished through use of

two general elimination schemes, as follows: For the first and last of

these required eliminations we consider the system

(56)

the eliminant, after removing z from the system, can be wrJtten as

(' 2- ot*y 1)x + (P1y2 -P2 Y1 )y = Y20- *Y.o (57)

~0
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To eliminate uj2  and U,2from the ± th equation we observe that for
the system of three equations

y2v + 02w + Y2 +6 2y +g 62z = 72

3, 6
3y + e~z = (73

the eliminant to remove v and z' may take the following forms

(aY,02-&20J)e3w + [(C 2-oY2 YJ)3-&IY62x + o (62 c3-6 3 2)y

=(o'1*2 - o' 27 1 )63-o'1 e2 , . (59)

Application of Eq. (57) twice and Eq. (59) for as many interfaces as
appear in system (55) (only one is shown) will transform system (55)Q
into a tridiagonal system as given by system (53). Then the 3ystem is

solved using the recursive procedure given by Sqe. (54). This is carried

out for each successive mesh line, horizontal in odd time steps and

vertical in even steps.

ObtAining Temperatures at Irregular Pointe

In order to complete the temperature calculatcion in eatl2 step, a sepa-

rate method was devised and coded for obtaining temperal Ares at the
irregular boundar~y and interface points in alternate time steps, i.e., at

irregular points on vertical (horizontal) irosh lines in odd (even) time
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steps. This procedure entails the use of linear and "constant" inter-

polation and extrapolation (within a single material region only) to

obtain temperatures at the irregular points from those already calculated

at the new level in the tridiagonal systems described above, At all

interface points, linear or constant extrapolation is performed from

both sides and the average is taken. Linear extrapolation is used where

possible, when at least two successive interior points are adjacent on

the same side of the interface point, and constant extrapolation if

only one interior point is available (in Fig. 5 , in an even time step,

for example, linear extrapolation is used from the left at point P and

constant extrapolation from the right). Two types of boundary points

are considered: those exposed to engine firing and those not exposed.

In the latter case, extrapolation from the interior is used applying the

same rule as at an interface, but without taking an average. At an

irregular point on a boundary exposed to firing, we use linear surface

interpolation or constant surface oxtrapolation from temperatures already

calculated in the tridiagonal systems at similarly exposed boundary

points of the same material. Thus, taking examples from Fig. 5 , in an

even time step, TB5 is extrapolated from TB4 and TB2 interpolated

from TB and TB , while, in an odd time step TB is extrapolated

from TB and both TB and TB are interpolated from TB and

TB 5
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Because the method adopted for irregular points does not directly

utilize any of the equations comprising the modelt some further die-

oussion of the approach would seem to be in order. Apart from the fact

[ that the method hz.s worked in the cases attempted, it should be noted

that it does simulate, to what is usually a first order approximation,

the thermal behavior of adjacent points, which was in turn obtained from

the model equations. Care, however, should be taken, in selecting the

mesh lines for the analysis, to prevent extrapolation over relatively

long distances. This is especially true in the use of surface extra-

polation at boundaries exposed to firing.

Discretization and Solution of the Continuity Equation

Coupled to the solution of the energy equation (5) for the temperature

distribution is the solution of the continuity equation (6) for the nass

flowrate of the generated gases in the charring material. After sub-

stitution of the simplifying assumption given by Eq. (7) into Eq. (6),

the continuity equation takes the following form;

........ L,, k(60)

whore p is the density of the charring material whose time derivative

is given by the left side of Eq. (6).
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In the numerical solution of the basic equations, the mass flowrate

analysis is uncoupled from the temperature calculation by.olyi_ t -

energy equation first in each time step in' then -- sIntwg-te-4aliulated ,
AW

values of temperature in the solution of the continuity equation. Thu-

is achieved in the discretization of Eq. (60) by elpressing the time

derivative as a backward difference. Spatially the discretization t

somewhat simplified in that the mass flowrate analy erformed

only at regular points. Thus, the following dieeretiz-tion *I r.

obtained in terms of mass flowrates and temperatures at the four points

(Xtyj)# ( and (zi~l~Yj+ I) (or, aore conver4entlyt

the points 1, 2, 3, and 4 as pictured in Fig. 6), is second or-er in

distance and first order in time and is assumed to hold at the point

(i.y, ) at time " -...

_.j, .j~jkG2 ,k:-Bl~kG,k R. *G  ... '

2___ ________-SWI (Ja')1hG 4 k-i&,

+ 2 Av +
i2j), .y. A AY ,

4

s1.

- *r(r *FSr8-sl+Pdec k)(Fsctk'F~c k-1)

)BL Con

+ Pso, Ik~rda, £, k'dec, 1, k-1)]/
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where, for convenience, the subscripts y and i have baen dropped

from G and b s repectively. In Ea. (61), for each reaction i,
y

Fi,A,k and Fi,,k_. are evaluated at Tmax,A,k and Tmax,A,k-2,

respecttvely, as in Eqs. (33) and (34). For each set of points 1, 2, 3,

and 4, such that at least point 2 is in the charring material, Eq. (61)

is rewritten in the following form and solved explicitly for G2 k;

i ~ ~~(- 1 -R )o (
2j+l 2,k =2,k 2j+l R4,k 4b,)r4,k

+ R 4 2j+l - --,k ( lk

4

where 6 ( F ) ,k is a symbolic representation of the ith term of the

summation in Eq. (61). Equation (62) is used to sweep across each

horizontal mesh line from left to right starting with the topmost. mesh

line and going down from line to line. The boundary conditions are

simulated by the following interpretations of Eq. (62).

a) if an interface common to the charring material and one of the other

materials cuts through the rectangle formed by points 1, 2, 3, and 4,

then both G and F vanish at all points in the other material. If

any of the pointe A (other than point 2) happens to be on the interface,

then Gt is set equal to 0, but Pi. £ can still be nonzero. If point 2
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is on an interface (in 'hich case at least one of the other points must

be in the charring material) both G2 and F can te nonze3..

b) If a boundary cuts through the rectangle, again both G and F2

are zero at points outside the material, and again Fi  can be nonzero

on the boundary. G is zero at an upper boundary, but can be nonzero

at a noninsulated low-r boundary. c) If either Tmax, 2  or T Z=,4  is

less than T v or if point 4 is outside the charring material, then G2

is set equal to 0. If G. is 0, then G, is obtained fr-o th oll0 1wig

two-point formula instead of Eq. (62).,

G ,k =+' G (g1+1)~xBf)f k6 "') (63)
02k-j 4,k - r *P2i 4.

In practice, a.modification of Eq. (7) is used to obtainR,k at each
poit~ A, for use in q (62). Because we know that the direction of the

zass flowrate -rector to the right of the throat plane should be downward

to the r ght, 10 limit the range of allowable -alues of k to the

closed Interyal 1-I,00. RIk is obtained at firmt as the ratio of

A T to A 2 and then is (a:) set to zero if the ratio Is positive,

(b) set to -1 if the ratio s less t2an -1p and (c) left unchanged otae2-

lise. 2o the 2eft rf the throat, we similarly restrict "Ak to the

rave 10,1 vith one exception. Because Rk is nonnegative to the left

of the throat ve oust be sure that the coefficient of )in Eq. (6)

does not vanish. 2his is done in the computer program by automatically

0
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calculating the minimum va.uae : & (1- - for all values of j

and hxi  to the left of the throat and then restricting R ,k to the

range [1,r] where r = min (fi,l], where 0 <f <1.

The temporal stability of the ma~s flowrate solution procedure given by

Eq. (62) is assured due to the backward time difference employed, provided

that the schemes used to solve both the energy equation and its bondary

conditions are also stable. The stability with respect to distance of

the procedure as used explicitly in each time step from point to point

is, however, another matter. A complete stability nalysis of the latter

type has not been performed, but it can be shown (by methods similar to

those used in Appendix D) that a homogeneous linearization of Eq. (62)

is unconditiorally unstable in the y direction and in the x direction 0

to the right of the throat. To the left of the throat, on the other

* hand, It is unconditionally stable. These results should not, however,

* b- surprising because we know (due to the restrictions on R(x,y,T)) that

the solution must grow, to the right of the throat, in the same axial

and -*'nI directions in which the numerical solution is marched out;

whei., the left of the throat, the solution must grow in the same

radial direction but in the opposite axial diroction. No steps have

been taken to introduce at least conditional stability to the numerical

procedure because in practice it has proved to bc quite satisfactory

when ubed in conjunction with the temperature calculation. Only a

66
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relatively few distance steps are taken in performing the calculation

and the values generated are probably small enough that local instability

!/will not af lect the overall stable time stop calculation. In any case,

it is felt bi the writers that no usable modification of the numerical

scheme would~provide stability in tho axial direction to the right of

the throat dur to the sign of R(x,y,), now would any be stable radially

on either sid; of the throat because we must march from higher to lower

values of j ,, to the available boundai-y conditions.
I -

Control of Size-of Time Increments
eI

In the one-dime ional code completed in :Phase 1. of the present program

(see .Ref. 2), th approach taken to the maximization of the time step

wa& to start with\ a very small increment and allow it to increase period-

ically during the4program run provided that several built-in criteria are

Isatisfied'. Two options are available in the two-dimensional program, one

nimilar in approacb to the Phase 1 program and the other rather different.

The first, which welshall call Option A, consists simply'of scheduling a

variable array of tike-steps directly as input. (Option A was exercised

for the second aheckout case described in the Results Section below and

is given in Table 4. .Option B, discussed below, was used for the first
lI

checkout case.)

In Option B, on the other hand, a single large (input) time step is

employed wherever possible throughout the program run and is only reduced

067
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temporarily as required. Such reductions are scheduled within tte pro-

gram in accordance with a stability criterion based upon the intensity

of engine firing as simulated in representative periods by the fraction

of "on" time, ion(r) (defined below Eq. (16).

It has been shown by previous investigators (see Ref. (16), p. 47-49,

for example) that instability can be introduced in a numerical solution

by the intensity of heating at the boundary. For the one and two

dimensional forward difference methods used to solve the heat conduction

equation, the following inequalities must be satisfied, respeotively, to

ensure a stable solutions

P in 2( < 14 (64)0

R < 65)

where N = (hax)/K, ax = Ay, and h and K are constants. In the

present program the followisg analogous criterion is uned to limit the

vize of AT when Option B is exercised:

Ru .L (66)
(az)2 l+!Iz

where Az m n[(mi(6x),6y]9 N - (hffAz)/K, and C is an emiricallyi *
determined constant. In order to be able, within the program, to aohedule

*C was taken to be .4 or .6 in all oheokout rjns usng Option B.
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all time-step reductions based on inequality (66) before the numerical

calculation begins, a reference temperature, equal to 60 of the throat

value of Taw(X), is used to compute values for heff and K.

There is one other criterion for temporary time-step reduction, based

upon amount of surface recession, which is employed with either Option

A or B when surface erosion takes place. The purpose is to prevent

excessive radial recession in any one time step. This is accomplished

in the program by specifying as input a fraction of the radial increment

AY as the maximum allowable amount of radial surface recession along

any mesh line x = xi  in a time step. When this criterion is violated,

the program automatically reduces the time step, through multiplication

by an input constant less than one in magnitude, and then begins the

time step aga -iis does n-'nvo-ve-much recalculation because re-

cession is the first mechanism in each time step).

One othar means of time step control is provided in the program by

permitting the optional partition of the'first time step (only) into aa

mary smallcr ateps as desired. This may be done in conjunction with

either Option A or B.

An excellent feature of the Phase I code is its capability of varying

the distance increment with time. This was not considered feasible in.

the Phase 2 code because of the excessive amount of recalculation which

>0
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would be required to establish the new mesh. Hoever, in the two-dimen-

sional program, added flexibility is provided by the variable spacing

permitted on the radial mosh lines.

0
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IM8CRflMION OF MII COMPUTE PROGRA

2ie nu~mrical procedures developed-'above for solving the two-dimensional

ablation and heat conduct.11cm model given by Bcqs. (5 )- (18) were coded

In F'ortran IV for autoatic am~putation on the EDM 7094*. The computer

program has been given the designation "ZD-ABLATE 0"

Input to tht, program is handled by a very sophisticated input routine

which was adopted from a current Rocketdyne procedure* Its advantages

include reading all input into a single data array (which is allocated

within the program), whlich can thus be conveniently augmented as

required, and a particularly efficient method of handling multiple r'uns

or updating data from rux to run through use of single cards to replace

the contents of specific locations in the data array.,

In order to take advantage of the overlay feature of the Fortiiz IV

system, the program was written In several links * In additionto the

main control link, Link 0, two other links are provided for: (a) Link

1, which handles all executi~on prior to the time-step calculation, and

(b) Link 2,, the time-step calculation, which carries but the rnwerical

procedures described earlier.
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Link 1 includes allocation of the input data arrayp iosition of mesh

lines on the input curved boundaries and interfaces resulting in the

regular and irregular ,nesh points defined earlier, generation of des-

criptive arrays h terizing these points, linear interpolation at the

positions xi - xi.1 + Axi of the input axially varying tabular data,

piecewise linear and quadratic fitting of the input temperature dependent

material properties, tecewise constant and linear fitting of the time

varying data (e.-., %.n(,r), -Which IS de~fined, earlier)", and scheduling

temporary reductions of the input ccanutational time-step (as required

by Inequality (66)) for use in periods of stro g surface heating unless

the option is exercised of scheduling variable time steps directly as input.

In order to acquaint the reader with the scope of the program, a dis-

cussion follows of the input data required for its operation, brief

descriptions are given of the execution performed in Links 1 and 2,

overall flowcharts are presented of the main program logic, and the

output options available in the program are outlined.

10M7J REQUIED PMR THE COGIM~ PROGRAM

The input data required for operation of the 2D-ABLATE ccouter code

include the folling:

(a) 1 irut chaber wall geometry.

Piecewvise quadratic functions are used to describe the configuration of
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iU material boundaries and interfaces. Becausv the materials are

numbered from 1 to a maximm of 5, each quadratic piece must also be

identified by the number assigned to the material or materials (in case

of an interface) which it bounds. The kind of boundary condition

assumed must also be read in; r;ossibilities include insulation, engine

firlng, radiation to the surroundings, enviromental heating), or some

cobination of these* A maximum of 40 quadratic pieces may be used in

* describing the wall geometry.

(b) Discretization parameters.

The only required parameters for the discretization are the basic time

increment &r (Option B) or an array of time increments (Option A)

O scheduled as described in (g) below, the radial distance increment &1,

and the axial increments where i goes from 1 to a maximum of 15.

It is not necessary to read in the coordinates of any mesh points; these-/

are all automatically determined in Link l. Due to storage requirements,

A+i y must be chosen so that no more than 35 horizontal mesh '.Ues will

intersect the wall boundaries.

(c) Teoperature dependent material properties.

The product, PC, of density and specific heat is read in as a piece-

vise linear function of temperature for each wall material and the

conductivity, K, as a piecewise quadratic. The effective enthalpy of

the gases generated internl.ly in the cluuing material is also read in

730L
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as a piecewise linear function of temperature, Each of the ga-

generation reactions which take place vithin the charr!ig ablator (a

maxiMnum of three is permitted) is characterized by the teverature range

in which it occurs and by the maximm value of Fi(T) (see Ncmnclature

or Appendix B) which is attained during the reaction. These values are

then used vithin the program to generate a trigon=metric functiom which

employed to describe the vartion of Fi(T) vithIn the reaction

iiT reng-ee

(d) Constants for gas generation reactions in the charring matezal.

The constants required to characterize the reactions are Fres ,

- 0 , % ,ec % P0 , O, 5 , *a ra

(e) Hot vall erosion parameters.

Included in the input data array is a list of all the parameters required

to perform the calculations given in Appendix C. They include

(1) f1irr c=stantv of the combustion gas: specific heat ratio,

molecular velght, chamber pressure, throat radius, radius of

curvature of the throat boundary, and parameters used in

c~cputing the blocking effect.

(2) melting rate constants for each'exposed material: thermi

conductivity of the melt, viscosity para.ter, Pacific het

Of the melt, heat of fusion, and melting teerature.

0
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()vaporization constants for each material: 71933 diffusion

coefficient at standard conditions,, molecular veigtt of the

vapors, vapor pressure parameters,. heat (if vaporization, and

density of the naterial.

(Ichemica reaction constants for each material: molecular

veight of reactant gas, mol fraction of reacting gas, rate

equation constants, entjialpy charge for the reaction, massIdiffusion coefficilent at st".-d canditions, and specific

heat of the reaction rwoducts.

(f) Parameters affecting the heat flux.

Value-s ame required for each of the following parameters at various

prespecified axial positions: Tav, kon Of., an In additibn,

two radiation constants are required: CrB ad Tenve

(g) Time varying parameters.

To charactei ze Intermittent firing and pulsing wMt soakback, an array

of values of FPo (ar) Is read in, each of vhich is held constant during

a preassigned time interval. If Option A is exercised, an iz~ut array

of time steps Is similarly associated vith these Intervals. An array of

veightlng constantp Is also read In to permit pieceewise linear variation

Of gnwith time, None of these arrays my contain more than 40

elements.

(h) Initial te~rature.

Mhe Initial vall ten~erature is required2 as an Irput, canstant.
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LVE.C i PROCEDXJB

Input Processing and Generna Procedure

All data for the program are arronged in a matrix forma Vhich is input

as a single array and stored on tape by the p:ogram so as to be made

available if needed at the completion of the problem run. Thus to

perform multiple imns It is only necessary to read in those data ele-

ments (along Vith their array positions) whose values change fron run

. to run,,

Error cbecks'are mde extensively in Link 1 a, in the event of an

error, execution continues in an attempt to check for other errors

prior to termination. Data input 'hich defines the geometrical config- Q
uration is especially critical, and it is important that certain rules

(discussed in the next section) be strictly followed in choosing axial

and radial Incremnts to be used by the program in iosl-ins a mesh on

-the wall configuration. The mesh iposnition essentially consists of

determining intersections of the functions describing the input bound-

ary and interface geometry vith the horizontal and vertical mesh lines.

Arrays are generated and stored consisting of these locations along

with the derivatives of the boundary and Interface functions at these

locations, boundary types, and region numbers associated vith them.
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Teuperature dependent data are then processed, inclding enthuw1Pyv C

and thermal conductivity. Mie first UPr sets axe fitted by several

linear segments over Ike te-geratn'e range th~ile theml conuctivity

Is fitted by qjmdratic segments*

Further processIng Is required In Ink 1 to lnear,y interpolstv the

axially varying i3m1ft paamters.. A... Two' conV' an 9. at the

axial positions of the vertical mesh lInes.

Then, -vaeess Option A Is exercised of seheduling variable time steps as

Inp~ut, a schbedule of conputational time Increments Is generated In

accordance ith the stability criterion given by Irnequanity (66) above,.

a depends upon the ImpuC vaues Of Fo(l used to silmulate

:Intensity of engine firing in preslpecified time intervals.

FinaMy, :Initialization of certain Link 2 parameters Is perfonmed, TIhi

terminates lint 1 and progam conrol :is then transferred to Llnk 2.

A f7JXA wiCS~ of the overall Link 1 logic Is ehn In Fig. -7

Ir'iwe Rules-GorarningM~st- Chenber Geomuetry Definition

I. A zsdh line iC~ich :Intersects the configuration must contain exractly

two bo=Aary points Vliich are tezminal, points of the line.

2.A mesh line zay contain as ran ns eight boundary and interfate

points.

*7
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Fla. 7 Link 1 Procedure
Flow Diagram

-ii

InitlAize data array I
(zer ou ifnew ob-Generate tern-(zroou i nwprob Frature riepend-lem or input frm tape et e f ue -if mul tiple run) for: h, PC, 

i~put ,§I ele 1t IGenerate arrays

of axial varying
functions com-
puted at verti-
cal mesh linesiat arrayi for: of Ta0ion taroe b.cnIb
conv.' - 14e

AllocatIon ofdata array to iererat1-ed
program J peratureanparameters distance varying

I array a
Mzposition of

mesh uon wall Generate array IIgemtry' j, A of camputatioinalgeneratioz of time increments
arrays charac- based on Fo (7)terlzing regular oT
and irregular

ous arrays and/ OuttUa parameters used
e-gJ cmet~ry andi in Linku 2jgenerated arrays

on sinald
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3., A laorizontal mesh line my contain as Many as 23 Points of all

kids .- A vertical mesh line my contain as many as 4l3 points .

4+. A mesh line which intersects the configuratiLon must cnaia a

rv&imu of four points; these may be any combination of bourdax7 , inter-

face, and regular mesh points.

5,, At least crne regular mesh point must lie between successive bound-

ary and interface points.

6 * N6 cmn iitersection of three or more quadratic boundary or

interface fao i.ts way lie on a mesh line.

7. No, mesh line may coincide with a vertical or horizontal boundary

or interface.,

LINK 2 EMCUYiON

In Link 2 of the program, the entire time-step calculation i" performed

as &dascribed earlier in the section on numerical procedures.* The pro-

gram flow Is iterative in nature, calculations being perfomed In oue

time step at a time In the following order: an iterative procedure

(see Appendix C) is used to determine the eraoR-ion chiaracteristics at

the hot gas boundary and predict the resulting surf"c eesin h

teperature distribution is obtained using the alternating-dfrection

79
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01
method, and the gas mass flowrate calculation is performed for gases

generated in the charring ablator.

Of these calculations, the temperature computation requires the most

intricat,3 program flow due to the need for alternately converting

horizontal arrays (at both regular and irregular points) and irregu.-

larly located vertical arrays at odd time levels to and from the cor-i

responding vertical and irregularly located horizontal arrays at even

levels.

A flowchart of the overall calculation is given in Figure 8.

OUTIU PROCDUEES

Owtput from the Phase 2 code 2D-ABLAMUE is printed out in both Link 1

and 2 using several program options.

In Link 1, the input data array is always printed out in matrix form as

well as are the generated arrays characterizing the boundary and inter-

face points o Upon an input signal, a descriptive printout is given of

the allocated data array and the remaining generated parameters.

In Link 2, at regularly spaced time intervals (the spacing may change

with each chasge in Fon.r)), the following ccmputed values are printed

out:

80
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Fig. 8 Link 2 Procedure
Flow Dia~raw,

Initializo Parameters
For Time Stop Procedure

Generied Gas Mass
Change &T ! owlrate Calculation
if Necessary ,in Charring Ablator

On Signal

Compute Hot Gas
Boundary RecessionQOn Signal Datput

Gas Mass Plowrate
FDis t ri b ut ion 0On

T Signal

With Al1ternating{

output

Matrix of Maximum
output Temperatures Achieved

Recession Inf'ormation i hrigAJao
* azd New Temperature

Distribution
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0
(a) Surface data at each intersection of the hot gas boundary with a

rad.al vesh -Ine, including mass flovrate of gases generated within the

ablative region, new positions of the surface, and surface recession

rates.

(b) Teneratures at all points, vgular and irregular, vhich lie on a

horizontal (vertical) mesh line in an oddL (even) time step.

The following infontion is available for optiomsl printout at the

same times:

(a) Values of effective heat transfer coefficients at both ends of

each horizontal (vertical) mesh line in .en odd (even) time step.

(b) Teneratures at irregular boundary and interface points lying on

vertical (horizontal) mesh lines in odd (even) time steps.

(c) Values of G (xy,,r) and R(x,y,T) at every regular point of the
y

charring ablator which has reached the minimurn pyrolysis ta2eraturee

Finally, a listing is printed out at the end of the ran of the maximum

teperature achieved at each regular point of the charring ablator.
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In order to provide a broad base for evaluating the capabilities of the

two-dimensional ccmputer program4 2D-ABIATE, developed in Phase II of

this study, checkout of the program included colwarisons both with

theoretical and with test data, as follows:

lo Simulation of transient one-dimensional (ridial) conduction In a

hollow cylinder, with no charring or recession* 'Me exact solution for

this problem is known and is presented In the forua of tesperatuye

response curves in Ref * 21,0 the "CYLBUT5" hadbook.

2. Coarison with test data obtained froa an engine firing at Edwards

0 AIIB* He--e it was necessary to simulate tWo-dufnona. charring aid

conduction In a tvo-mterial thrust chamber, thie exosed xaterial. being

a carbon cloth-phenolic backed up by a ctainless steel shell.

Cases 1 Ad 2 above cocrised only a portion of the checkout performed

for the 2D-ABIMT program, which for purposes of debuggIng included

treatmnt of an assormnt of vali. configurations, raterial arrangements

and properties, and external heating conditions,, Cases 1 and 2, however,

were treated In depth and, being representative of the two classes of

problem handled,, are discussed here In detadil.
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COWARISON WITH AN EACT OLILON OF A CONDUCTION PROBLE

Despite the complexity of the 2D-ABIA2E program and the =W physical

and chemical mechanisms it treats, its basic function, nevertheless, is

the prediction of transient temperature distributions resulting from the

conduction of heat in solids* Consequently, before the program could be

used with any real degree of onfidence, it was necessary to determine

its capabilities for handling pure corduction problems. Furthermore,

because an implicit method of soluticn was employed for the energy equa-

tion, it was especially Important to show that iufficiently accurate and

stable results can be obtained using large distance increments and rela-

tively large t1me steps, ie., larg;e (for a given distance increment)

ccmpared to the step size required for an explicit method. For this 0
purpose, the best standard for comrismn is an exact solution. Although

the case chosen of a hollar cylinler is only one-dimensional, the spatial

coordinate is radial (the directon of greatest heat flux in most engine

firings) and provides the closest approximtion to an axisymetric

thrust cbaiber for vhich an exa,.-t solution is available.

The conduction problem Vhose solution is given in the CYIMAT handbook

can be expressed (In our notation) a s follows:
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TT' = iFj ri isy!9r 0  I *>0 (67)

b a T
K -m K m (Tavw-T), y ri (68)

K~ K 0O y r0  (69)

Tm 00 '. (70)

Vhere CI. K. and Ii are Imown constants and where r1  and ro ar h

inner and outer radii, respectively, of the cylinder (see Fig. 9 for

axial' and radial cross-sections),

In order to assess the 2D-ALAT conduction capabilities under extreme

conditions, the program vas run for the cases of both hIgh and low

therml confductivity mterials, such as an ATJ graphite throat insert

and a carbon cloth-phenolic ablator, respectively., The rnarical data

used as input for the twocases amegiven in Table 3@ Only asingle list

of data is given to cover both cases because the values chosen differ

only In thermal condutivity. The numerical solution vas obtained iu

both cases using a distance increment of Ay - .11 inches,, Mutiple runs

were mule In each case for several different constant values of Ai,

ranging from .15 t~8seconds In Case 1 (the high conductivity case) and

from o5 to 8 seconds In Case 2. The results are presented (for AT
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ro a3 In

~02
T.,w o 55C0 0

h . o .35R,0' 3 Btq/in2-set .u

p0 * 025 Btu/i 3 _tOR

To- 500%R

K 5X1 - Btu/in-sec- BR for the conductivity aterial.

Table 3. Propertiea and Conditions Used for the Hollow Cylinder Runs

and 8 seconds only in Case 1 and for Axi 2 and 8 seconds In Case 2) in

(I) Pigs e 10 to 13 in the form of surface teerature histnties and texpera-

ture prof4es at fixed t1e levels*

The power of using an implicit method is strkingly llu mted here.

especially in the hIh conductivity cae. lad we used the explicit

method, ve see from Iequality (65) that, to ensure a stable solution,

ve would have been forced to use a value of Az less than or eq.ual to

.132 seconds in Case 1 amd .90 seconds In Case 2. Yet, as shown In

.pi 10 and 12, we were able to obtain a stable solution (and quite

accurate - especially at the surface) using a time step as much as 60

tizes as lar.. Theoretically we can use as large a tme step as we
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plkase and still expect a stable convergent* solution - it would just

take longer to hwe in.

In Fig. 10, for both AT = 1 second and AT = 8 seconds, we oce that the

calculated surface temperatures begin below the exact curve and approach

it asyMtotically with time. Simultaneously, a small error is evident

in the numerical solution in the form of a slight oscillation which

dams with time* The larger one-sided error is truncation error due to

discretizat'on of the continuous Fq. (67), whereas the oscill tory behav-

ior is characteristic of the ntmerical procedure itself independent of

the differential equation. In particular the danping of the oscilla-

tions with time illustrates the stability of the procedure* The cputer

run made with AT a 1 recond was terminated after 8 seconds due to the

expected early convergence of the numerical with the exact solution. For

the run performed with so large a time step as 8 seconds, on the other

hand, it was considered advisable to carry out the caceputations for

almost 130 seconds to ensure convergence. As can be seen in Fig* 10,

this proved to be overcautious; for, despite en error of over 500°R at

16 seconds (the first available surface calculation), most of the early

error has been eliminated shortly after 30 seconds and the correspondence

*Although the criteria given above for size of the time step were derived
in terms of stability of the numerical procedure, it can be shown that
this is intimately related to convergence* Indeed, in the case of a
linear problem stch as that defined by Eqs. (67) - (0)., a proof is given
in Ref. 22 that stability and convergence are equi.valent for a consistent
numerical scheme, i..e., one for which the difference equation at each
point approaches the differential eqwtion in the limit as the space and
time increments go to xero.
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is good considering the isize of the time and space increments.

The nmerical results obtained for the lov conductivity mterial are

pictured In Fig. 11. The closer approximation to the exact solution is

to be expected because an 8 second time step here is not as large rela-

tive to that required for the explicit method as It vas in the high c.,n-

ductivity case * The reason for the reversed directiL.. of the early error

in the 2 second time steP rum is not evident*

Figures 12 and 13 caampare temperature profiles comuted by ZD-ABLASIX for

ArT = 8 seconds with the exact solution at fixed representativ~e inter-

mediate time levels selected late enougL to avoid early gross truncation

() error but before most of the error has been damped out, Again,. the

errors, although not excessive, are greater in the case of the high con-

I ductivity material. In particular, the error can be seen to increase

It det it the mterial in the high conductivity case, whereas this

This shudntbe too uexpectad because, with increased distance from

the surfa exposed to heating, the stability (and thus convergence)

criterion given by Inequality (65) becomes less applicable and is re-

placed by Ihequality (28), vhich covers conduction In the interior unaf-

fectea by external heating. On the basis of Inequality (28), the iWper

bound for AT required i6the explicit method remains virtually

AM
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unchaniged for the high conductivity material but increases sigaiicantly

for the low conductivity material, taking on values of .151 seconds and

7.56 seconds, respoctively., Thus we see that, for internal conduction,

a time step of 8 seconds for the high conductivity material is still

more then 50 times as laige as thab required for the'exlicit method,

but is only slightly larger for the low conductivity Material. Thus we

expect much more accurate results in the latter case * Indeed., for a

low conductivity material, aside frms reduced local teMWOral truncation,

error, there is little advantage in the use of an iWlicit method as

long as the spatial temperature gradients are not too steep, When large

gradients occur, however, small distance increments are required for

local spatial accuracy and an llicit method would permit correspond-

Ingly lmyger time steps when desirable than would the explicit*

In suuxry, Figs * 10 through 13 slhow that 2D-ABLATE cmn provide very

accurate results for Pa pure coaductioA problem using relatively large

distance amd time increments * Increaaed accuracy would undoubtedly

result from exercising the program option of varying the time step

during a cocqputer run) using a small step at early times and larger

step 3late?,
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CCHIPARISON WIH ABLATIVE ENGINE TEST DWAA

After establishing the adequacy of the MD-ABLAS progx=z in performing

its basic function, ice,,, in the treatment of heat conduction, the next

step was to evaluate its usel~ness in practice * For a real engine

firing, the preg=a must be able to predict transient temperature dis-

tributions with a reasonable degree of accuracy within the limits of

a) the applicability of the mechai-ann srn1leted i4n thm- progrem -- Ad

b) the acczaacy of the values used as input for the physical and chemi-

cal properties * Furthermore, in order to justify the use of an implicit

scheme for the numerical solution, the time steps employed In thle pro-

gram must be larger than. those required for the explicit method* To

0 demnstrate this capability,. a ca~e was run on 2D-hBLA33 for which test

data were available (supplied by Edwards Air Force Base)* Reasonably

good agreement with the measured temperatures and char depths was ob-

temind, at least. in the throat region, as is shoin belov.e The data

supplied were for a thrust cb er firing F,/N"Rl, bland (66.7% NOV~

24% HMUI, and 9.y,4'%0, by weight) at a chamber pressure of 1-16 psia to

develop a thrust, of 3900 pounds. The thrust chaber val con~sisted of

two mterials including a phenolic-carbon. cloth ablative, exposed to

engine firing, backed up by a stainless steel shell (see Mie 14)# The

external heating (and cooling) conditions included heating of the inner

surface by the hot cA~bustion, games, radiative cooling at the outer

0



030
'p6

c'1~1

0 0 0

'OT 9

0 V4
C%3

9 13~

0 H0

969

it.



- '

surface and at the diverging portion of the iner nozzle surface, con-

vective cooling (bimulated in the radiation term) at the ouer surface,

end insulation elsewhere as indicated in Fig. 14. B lnfig was

3tRAdy for the first 60 seconds, folowed byIieahtonan oku

for the reminder of the run. The liaheat flux in the combustion

chamber wall was assumed to btlso slight that an effective inmulated

left boundary was emplW1yed at an axial position 18 Inches from the

injector for the ocputer run, as sham by the dotted line in Fig. 14;

i.e., results to the left of the assumed boundary vere assumed to be

identical to those obtained to the right (in the combstion chamber

only). Table 4 Is a list of the other pertinent data required to des-

cribe the firing aad used as Input to the ccuter program, Included

are muterial an gas properties., both pbysicl and cheical, as *ell as

the o1p)crtng conditions, heating pammeters, erosion datr, and the

space and time ncrements used to obtain a finite difference solutions

The values used were based on information svpplied by EAID sppleaented

: by additional Rocketdyte% data and experience* The density-specific heat

product employed for the ablative material accounts for both the transi-

tion from virgin material to char and the increase of the specific heat

of the char with tenerature* The ther l conductivity of the ablative

reflects similar effects In addition to a radiation contribution at

high teaeratures* Pyrolysis of the ablative resin occurs over a
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MM )i. flR0~II AND COD1TN13 USED TO ODWIM EM MGMI FflM

ICRXAL PROPERTM

Iheiiolic-Carbon Cloth Ablative (va 'ieeratecl ZMyrWysi gas):

PC 1 3 8Xl0 2 Bt3 1
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e.o-T .54&X10-5  , 9Wt T 9 31

5X108 T+2.2x10' 5  NOl60 0  T 96960

Rm.5T - 023 tu/1b3 , 4660 0 'T 69600 1t

Fre = 335

7 .0 T, s T960v7
*3 1,- 9660 igT 9600

.6 ,1960 0 9T

%Y 250 Btu/lb resin

*.05142 lb/In3
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30Stainless Steel:

PC = *031Btu/1n3-0R T %40 S~6960%t

K a l.X107TT + l.54x10 4 Btu/iu-aec-R, 460 9 T 9 6960*2

EROSION CO1MANUI AND C0GUSTIONI GAS COMM=EO1

(See Amnclature in Appendix C)

Gas PloW ConStants:

(XK)" = 18.374 Ib3oe

C~~ a uf6paia
(cg)0 -. 452 Btu/lb-R

r* = 342335 In.

Dvap .0 i0ar

W.,MP 4MBtu/lb,

P~J~l ~ a.04i5lb /Id 3
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TABL 4~ (COntd.)

Reaction Constants (C(s) + () 4(g +2(

(M'Qreactant gas - 2 T/hmole

Yreactant gms -- 7
kvr - .0089 in/sec

"reaction .415 t/i.,

luzeation 5000 Btu/1 b

* r~'eaction a .U8o 2njec

(Cvprdutz-- '~Bti-a

OPEiMTMG CONDMUM IO D EM&DZ BWXMSI~ (axisgy var~izg)Q

To - 5300R

(q-.i52 Btu/2bi-0 R

mp 1. (for. pyrolysis gases ejected at mi-face)

06 3, x 10-1 5 Btu/in2 -sec-(R)4
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TAM (otd.)

F33IT DIP'PRRZ= WOBWATIONI

SMce Increments:

y - 0, at axis of t ust cheber

ay ,,,,.n a , xe=almo hnez at -my,.3.3 + (0-1) , i1, ,25

x- , .. in* tO left of cbhmbcr out-off position

2 s 3 4 5 6 7 8 9 3 12 13 14

A (in-) .75 .75 .75 1.25 1.25 1.25 1. .5 .25 .25 .5 .75 1.5 1.1

Variable T.me Steps (OPtion A):

k 1 2 3 4 5 6 7 8 9 i. 11 12.

A rk(aec) -5 2' 10 2. 5. 10 . .p.z. 20. 30.

ron, k(,) -O s ," 0 04 o ,,

0 -..3... 1 1 3 i i70 80- 100. 200. 4 00.

here i initial time for use of Alk
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tec erature range extoAndin frm 500 to 15000F with an average heat of

Wrolysis of 250 Btu/lb Ain. The pyrolysis gass generated vere

I assmed in this cue to undergo no further high texperature cracking or

as-char reactions during passage through the porous char. The pa-

side heat transfer coefficint distribution used in the program is based

on the Bartz equation. Thernodynomic and kinetic constants are given In

Tble 4-to account for pos31ble vaporization of the char and reaction of

the char withn hydrogen in the cc -=;io& gas*~ As noted, a. variable

uxial fistance increment, Ax, was used vith closest spacing in fte

throat. A vrtble time step, A-, was specified to obtain sufficient

accuracy with a minimum of comuter time.

t Q The pertinent results of the coputer run of the 2D-ABLMZ program, for

the data listed in Table 4 are presented in Figs. 15 to 19 in the form

of te~erature and radial char depth histories, temperature profiles,

and contours of the char front at fixed time levels. Although the com-

puter run inalutIed erosion constants as Iput data, no surface recession

was predicted. This was In agreement with the results of the engine

test firing.

Figure 15 c a res coputed char depth histories at the thr\t, combus-

tion cha er, and exit (at axial positions 4.87, 1,.87., and .67 ilchesp

respectively, from the eit plane) with two experlental throat values

0 10"Rol
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obtained from =waured test data * For all plotted points except the

measured throat value at, 700 seconds (a depth of 1.2 inches), ebar

depth for a given axial position at any time was defined to be the radial

distance from the surface of the point vhose mximm temperature attained

up until that time vas 14600R, the midpoint of the charring taeperature

range (the 60 second experimental value was obtained by Interpolation

from throat temperatures measured at several radia.l1 positions),o The

measured value at 700 seconds, on the other hanci, was not based on the

location of a teqersture level but Instead on a visual judgnt which

placed it in the initial portion (considerably below 1460"R) of the

charring teuperature range * The extrapolated experimental char depth at

the throat (based on the 146oR definition) at 700 seconds thus should

appear much closer to the computed value * For the throat,, chamberp and

exit values of T& and R on emloyed in the program, the relative

positions of the corresponding comuted char depth histories owe cousin-

tent with excpected results.

In Fig* 16, surface tewperture histories are presented for the sun

three axial positions (throat, chamber, and exit). ahlthough no masure-

ments were made of surface toqeamture during the real engine firing,

the curves shown In ig * 16 provide further grounds for evaluation of

the run based on 1) their positions relative to each other, 2) hov

closely the magnitudes attained correspond to expected results, and
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S) the cacqatibilLty of the shapes assumed by the curves. The results

seem reacnnable on the basis of all three criteria (in assessins the

compatibility of the shapes assumed, it must be remembered that, due to

axial ordering, the chabtr and exit curves should not be cospared

directly vith each other, but only through cmarisons of each with the

throat awnv).

Figure 17 is a cuparison with experimental data of a computed tempera-

ture profile at- the throat after 0 seconds of firing (comparable data

at the chaber and exit were not available in depth). In general, the

agreement is reasonably good. No comparison is possible until a depth

of .*5 inches, vhere the computed value is 50OR less than the easured.

Proceeding into the mterial, the computed temperature does not drop off. 0
as quickly and is above the next easured value (at a depth of .75

inches) by over 150R. Beyond that point, there is not enough thermal

penetration for a meaningful comparison.

In Figr 18, a cowparison s given of the computed temperature history

with the ,easured at a depth of *5 inches* Again the correspondence is

reasonably good. he slopes are close and the values differ by at most

2500R. The computed curve rises sooner than the meK~ured, the differ-

ence betveen the curves reaching a nu, lm after about 50 seconds of

firings. At this tia, the slope of the measured curve has just bout

110
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caught vip with anti, thenceforth,, exceeds that or V~ ccputeti crv 7 Th

curves cross at about 55 seconds &ad the cocuted, curve bas dropped below

the amsured by about 600a at 6o secouida, the end of firing.

Similar compIarisons3 are not pictured for the chamber and exit teoeratu1'e

histories (no siailar test dateamcr available We. the =xit) * The cor-

respondence in the chamber was not good, there being almost a 30 second1) delev in% the binn of 41- r4--01, a~ura aw- a~ure vaues

after that of the comuted values * No "9yicsl explanat ion has been

foumi for this lag unless some other heat transfer mechanism, skch as

fila cooling from the Inj~ector, wa present ia the combustion chzaaer to

cause the delay. The comuted cab er values, on the basis of past

experlncc, to be more compatible with both the cc~ute1 PuAn

measured thro1t values * After the initial IM, the slope of the curve

of the measured values is relatively steep and, bx the end of the"60

IMecoad f-iring cycle, the masured value is within 500JR Of th emWputed.

FinaU$0y in Pigs 19.. contours ane pictured of the char front (based on a

14W60R isothezu) obtained fran the couter run for tvo fired time levels:

at I a 60 zeconds, the end of firing, and at T . 700 aecoedsa, after

60~ seconds of soekout, 11 is of interest to note that, although the

radial char depth at 60 seconds is nearly uniforn To all axial positions

(see JIg., 15 as well), the additiomal radial penetration of the char



front during soakout is cons ± ezably greater at the throat then else-.

where, the least adlitional penetratioii o'%curring at the exit position,

Tihis is mminly dCu to the greater heat contezut In the throat vol~e

below the char frcat at 60 seconds thana Inthe exit or emiaber. In

addition, the particularly wal change at the exit Is probably due

in part to axial conduction louses from the exit to the throat plane and

possibl.y to greater proximity of the exit portion (and the cbasZ&r por-

tion as well) of the char front to the radiating sink at the outer sur-

face of the stainless steel shell. In the first 60 eecand-z, o

I other )Aa, these effects are dominated by the strong, almost niform

heat flux along the vxposed inner -turface * Although no contours of

measured data are available for conparison, the comuted contours agree

with the 60 second experimental point pictured in Fig. 15, they assumn

1 shapes which are in agreemunt with the relative locations of the adja-

I cent thexul sources and sinks, and they aze comatible with each other*

To suinrize, the results of using the 21D-hAU program to simulate a

real engine firing~ corresponded xreAnbly well. to measured test data,

and, where measured data vere not available, the comuted result& v~re

cc~tible with expected results and with each other * They were dbtain~d

for a 700 secd run using time steps which varied fzxa 91 to 30 seconds

In size (see Table Q, 79 steps In all. The inAdiu time required for

the run can be broken down s follows: 30 seezids to load, 20 seconds
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for the Link I preliminary execution, and 120 seconds for the tim-step

calculation (&.t *~ seeod~ of "&I=~r tine per tim step), for a votal

of 170 seconds of machina time. On the basis of Ine~ality Y28) (Rapled

to the backxT mterial, dx&- to its hie; t1,ernl dtifftwivity) the e;pli-

cit method would ha'e required a wv1ue of &~ leng then ar w-lIto

*5 secorns Even waan as Little as j seem&~ of mulize tim per

tIne step, thia voulX mean a Minirnum of 7-00 seconds for executinn zlou

P~arthnzre. th n-'h ofe tim at-epsa

thua theM machlme time usod by P.D-AWT for thle ceze cc;4d probaWbly

have been reduced significantly vithout appreciable changes In the

Iresults.* This va.s substeatiate& by meklug, an-other 70)0 zecw& -r dn

tical to the fiz'dt,, but for VhIch each tim step vas cut in ba3.* Yhe

0 tmperatures obtsined at cavrable tIms and pooiticna vera un49orwly

within 1% of each other from run to rum (except in the first fmr steps

I of both the firimg and cooling periods 'vhenx they diffezed by at most 3%)F

I ~n gm eonwlly differed by considlerably less tban 1%. This iz veall

vithla the usual convergence atandards and indicates that larger steps

than thos used in the fV-st r=m could bave been safely employed*.
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CMlC WBIO!M

In Phase 2 or the subject program, it has been demonstrat-ed by TmeanG of

a digital cmcputer code that the nonlinear equations of a ccmprehensive

two-dimensional transient ablatiou (including both surface erooion and

internal charring) and heat conduction model for the multizaterial walls

or a rocket engine thrust chamber can be solved using nuerically, stable

Implcitfinte iffrenc prcedres Th anayci wa pefo~d I
cylindrical coordinates (axial and radial) assuming axisymmetrie vnaI1 z

with temperature dependent physical wa chemical properties aad arbi-

trarilyr curved material boundaries and Interfaces. Chemical reactions

within the charring material vere treated in depth and include three gas

generation reactions plus cracking of the generated gases * Surface ero-

sion effects, hanidled at the hot cmbustion gas boundary were melting,

vaporization, and chemical reactions * Blocking of the ccubustion gasI

due to injection of gases generated within the wall materials and at the

surface was also accounted fore Other heat flux mechanism Included In

the model and handled by the prog=a included: engine firing,, environ-

zental heating, radiation fron the walls to the environment, inaulation

at the boundaries, and convective cooling within the charring ablator.

Engine firing may be steady or Intermittent with askout, the latter

consistirng of either multiple-start operation or pulsing. All heat
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fluxes at the boundarieo and interfaces were expressed in terms of

normally directed temperature gradients.,

A time step proce~uz-e was employed to uncouple and solve the continuous

equations, finite differences being used for the discretizations Of

particular interest was a generalization of the uuconditionally stable

aternating method of Peaceman and Rachford used for the energy equation

in conjunction with special second order accirmate techniques developed'

to simulate the normal gradient conditions at curved surfacer 0 The

numerical procedures developed were incorporated in the Fortran IV comz-

puter program, 2D-ABLATB, used for the solution*

The program capabiliies were evaluated by cmparisoa with 1) an exact

(3 solution of the transient one-dimensional pure conduction problem for a

hollow cylinder heated at the inner surface and Insulated At the ott v

and 2) test data frcm an engine firing with tvo-dimensional transient

charring and conduction taking place In the two-material thu'ut chambere

Conarisanz were =e at various axial positions with respect to chAr

depthb (in "~ second wese only), temperature profiles, and both surface

4ad interior tmerature histories. Excellent agreement was obtained
with -caults of the ,-jmct solution and reasonably good agreement with

the measured test data obtained from the engine firing. Moreover, the

program exhibits a high degree of self-consistency and cagpatibility of

results obtained*.
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RECOMM ATIONS FOR FUTURE EFFORTS

The Phase I effort of the subject program has led tc the development of

numerical procedures and a computer code for solving comprehensive two-

dimensional transient ablation and heat conduction problems. There are,

however, several extensions to the program which should be made in

addition to both practical and theoretical investigations to de-

limit the program capabilities and provide analytical tools for future

rocket nozzle designs. A summary of recommendations for future effort

follows,

1. Maxy materials of current interest are strongly anisotropic. The

existing computer program should be extended to handle materials with

differing temperature dependent conductivities in the x and y direc-

tions.

2. Provision should be made in the program to permit m t hnn one of

the wall materials to be charring-ablators.

36 It has been well-established thut, for many cases of engine firing,

radiative exchange between opposing surfaces of the hot gas boundary has

a significant effect on the transient temperature distribution. T e

program should be extended to account for the effect of. this mechanism.

4. A comprehensive study should be made of several of the parameters

in the analysis to ascertain their significance in the overall heat

116
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transfer process. The goal of such a study would be the generation of

graphs and tables which summarize the variation of thermal penetratioil,

char depth, and surface erosion in rocket engine walls with thu essential

parameters governing the material properties and arrangement as well as

the thermal environment. Such results would provide basic information

required for the design of thrust chambers and would serve t. establish

detailed guidelines for the subsequent use of the computer program.

5. Investigation should be made to develop alternative finite-difference

procedures which provide greater accuracy by reducing both tem, 'ral and

spatial local truncation errors. The principal motivation of an improved

scheme would be its ability to reduce the machine time .-equired to

J! (9 achieve a given standard of accuracy by increasing the size of the

Sccnputational increments required. A three-level (in time) alternating

tion method, for example, which has recently been developed by the

pr-, ant investigators, might be employed. This procedure is second

order in time, requiring no linearization for its application to the

nonlinear energy equation. Unconditional stability has already been

-s'blished for this method when used to discrctize the linear energy

equation.

6o A theoretical investigacicn so' vV is made of the finite difference

procedures utilized in t , , its extensions ;r modi-

fications (in accordance with 1,'.>" lo 2, 5, and 5 above) Vith
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main emphasis given to a study of their numerical stability and con-

vergence properties. The value of such an investigation would be as a

tool to r',winate expensive experimentation Mith the program to establish

deta-led quantitative stability and convergence criteria for each change

in mterials a nd thermal environment. In the event, however, that a

theoretical investigation is not made, thn an empirical determination

of stability and convergence criteria should be conducted.

0
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a APPMNDD A

MVELMHET OF M=~EY ANJD CONTMUR EUPATIOM~

Th~e foflowlng foz= of the naies continuity eq~uation bas been eip1oyed

In the char xe~ion of the charring Ab3.ative materialt.

Usig thp -them'dyamic methods gilren An Apendiz 3 to express Ile

dena±17 P of -the aehsrrlng naterita, ie ams xewrlte Zq. (A-21) as

i (A-)

ar ssimIms the -time ='te of 4bange of sms denslty -to be Amimted ',b

j the other tezms, we- obts4'i the ftnnof the ootinuft7 egauation Eiven

rakizz =0d Z. (A.2-Z us c= 1iwther derive Ite f= af -the enerzy

'ptIo& gt, pmhiou3y -by ES (2. -He Ie~la bv sassimgi ~a fom

:for *Wenr ogwtio. As follov (paan wIs he thczuGii

12



-- ~ ~ ~ ~ ~ 4 gg .a-p----,- 

'19 a 

-~----~--

j _04)

a 
I.B 

( A -5

XF ll F ) he

g -h at P I s m i at e V ,, vp ano i th e s t oe ci o n 

I

Ylu U y xv y talke J~ O - to l c s a t S,= u Z t a

7I ______I_

th cgmtluofth s enem - n -xhmmtln ~w u2nze



I IO

(A-6)

This 1, z by integratior to the following expression

4L,+Ug H w constant FE Q (A-7!)

Then - write Eq. (A-4) with the above modifications as

(P oF - T 51 +i ( Y1
O(A-8)

Vhich i mctly Eq, (1 ). (The subscript g has been dropped for con-

venien cm the symbol for gas enthalpy.)

/
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APPENDIX B

DERIVATION OF EQUATION FOR DENSITY OF CHARRING LAMINATE

The derivation of the expression given previously by Eq. (I4 ) for the

ii density of the solid portion of the charring material is based on a

thermodynamic simulation. of all internally occurring chemical reactions,

and in particular on the asstmption that all chemically reacting systems

within the material are in thermodynamic equilibrium. Required for the

development are the following Imown funotions of temperature:

F (T) - fraction of mass converted from resin to vapor by thepy-
pypyrolysis reaction (then 1-Fp would be the fraction

converted to char, i.e., the fraction of solid mass

remaining after pyrolysis)

FsO(T) - fraction of mass (of char and reinforcement combined)

remaining as the solid product of the char-reinforcement

reaction

Pdec(T) - fraction of mass converted from the solid product (of the

char-reinforcement reaction) to gas by further o.aCposition.

Other symbols used are defined in the N~tenclature Section of this

report.

If all these chemical conversions are taken into account, the following

expression for the density of the solid material for any degree of gas

MT
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generation results from a mass balance:

*-P (B-1)P* P " Pg2 " Pg3

Since each F can be treated as a ratio of densities as well as a

ratio of mass increments, we can Immediately write by definition

Pg9 ° res rpy Ov Fres Fpy (B-2)

Pg3  s Fdec = PFs c Fdec (B-)

The density of the intermediately formed gas is obtained in somewhat

different fashion because we ultimately express it in terms of the

density of the solid product instead of the reactants, Thus we first

write

P8 2 
= Pc + Pr - *s (B-4)

But Pc =Yc Ps and or =r P. Therefore we obtainC ss an r r .s s
Pg=(rc,s+rr,s l)Ps - (r, +r -sl)p* F " (B-5)

c,s , r,s S

Finally, substituting Eqs. (B-2), (B-3), and (B-5) in (B-1) yields

P" P(lFresF y) (rc,s+rr,,s- )O -P Fso Fd

from which we obtain Eq. (4) by combining terms.
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SURFACE RECESSION CALCLIATIONS

As the surface tezperature of the thrust chamber wall at the hot gas

boundary Increases, several modes of surface removal becomne posslJec

They Include meltLng, vaporization (or decomposition),. and chemical

reactions between the wail material and certain com~bust ion gas ccmipo-

nents, These modes of surface recession were considered in order to be

able to handle two cases: (1) surface removal occurs only by melting

and/or vaporization, typical of glass-reinforced ablative materials;

(2) surface removal occurs only by vaporization and/or chemical reaction

with the combustion gas, typical of carbon or graphite clotIh-reinforced.

C) ablative materials or solid graphitee

For both cases, the energy balance at the hot gas boundaxy can be

written in the following form, eq.uivalent to Eq, (12) (uning

G ~v for each mode ±):

i Pvii

where, for case (1) above, vj~ is interpreted as

*vap +, +VWtEU. + (a (T

*Nomenclature for this Appeneix appears at the end of the section.
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Each of the chemical reaction modes is governed by a "kilnetic rate"l

equation that defines the temperature dependence * A solution for the

surface recession can therefore be obtained by a simultaneous solution

of the energy and kinetic rate equations. A one-dimensional (radial

coordinate y), constant-property form of the energy equation can be

written in the form

+ YBYg - OY O

Integrating Eq. (C-2) from the gas surface Y 0 to a position into the

wall material, given by ys+s1 ,. yields (with Eq. (C-1))

P 7v AHimEx f(TaI T) *Gg(C) ) (Ts*-Tj]

N where

and 1.is a constant in the integration, since y changes onlyy
slightly In the internal (ya, y5 +s 1). To evaluate the integral of

Eq. (C-3) It is assumed that the tenperature profile In the va3.

-

,

.V V * j-.-
1, 

- -.'



material can be approximated by the quadratic fonm

T a T-a(y-y)+b(y-y ) 2 , with coefficients determined by the teupera-

tures at the surface and the first and second mesh points on each

vertical line* Leilnitz s rule gives

YS YS

where Dfi  is defined by Eq. (C-3O) or (C-31) below. Then the inte-

gral on the right side of Eq. (C-5) can be obtained as follows:

sias 1  bs~ (c6

-o where

A forwed time difference (hich we abbreviate here using the operctor

i7 s used to evaluate the time derivative giving

wh r Cs T + 1 2- s d 1 (C -7)

YB,;(" .

b, ,I :/-T.) (T ) (C-8)

- (T- 11 9
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Iteration is then performed on the vwule of surface tevperature until
Eq. (C-9) gives the same recession rate Dri as the kinetic-rate

equation (C-27) discussed below.

MELTI ABLATION

An estimte for the removal of material by melting can be obtained in

simple form only at the axial position for which the surfa:e heating is

a maximum or min-Imum in whose neighborhood the surface temperature of

the melt can be considered constant.

The differential equation governing the flow of the melt layer can be

written In the followiug form, neglecting the effect of pressure

gradients (Ref. 17):

sm a (9 sh) .(-o

where Smi obtained as the ratio of 1m(Ts-Tm an hff(Taai-Ts) .

When the tangential derivatives of heating rate are zero, Eq. (C-10)

aU& be written in the sImpler form,.

2

VVapV 2k o

Epw!s' Anaogy can be used to relate shear stress to the local heat-

Ing coniton:
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c fPA.~ hccmv I or2

'sh 12 g c05 -2

Therefore

In the throat region of a nozzle, Sauer's Analysis (Ref. 18) can be

used to estImate the velocity gradient, yielding

--~ r -(re.  (C-1e)

In additionp the melting rate equation for the throat can be vriten

as

v-v -- .pr2/3828 r1~) 1 (c15
yVvap 2kAi(cp)e 2. 71)rtr0

For purposes of the present anslysis, we assime that Ea- (C-11) holds

for the entire chamber and nozzle regions as well, Finally., the free

stream velocity gradient is estimated on the basis of one-dimnsional

flow to yield 1

, 3/2 27-1
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For use in Eqp. (C-10) - (C-16) In addition to the equtlons appearinS

belowv the followlng psrameters are required:

(C-17)

0(C19)

7+

0-2

Pd .. (%

PC lITw

lowS TBANFE EEzCn

In capputiag the emount of surface recession for ree.ting or vaporizing

=Ur as, the &!.fusion of the reactants and/or products of the reac-

tUn or vaporization tbrougU the boundary layer must be consdeveao

For this analysisp a frozen composition boudary layer is assued wiere

the species In question diffuzes thro-gi the boundar, layer without

reaction. In tbli caso, the steely state ma=s flux of the sOcles is

1302
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governed by the gonloving difereutis3. equsion (see REf. 29), i~ierc

the subowlpt I Is c=±tted for con 1acnene

?or a ionstent =&so dfffwion coefficient0 Egq. ("3z) binb 12m SOluti~On

vn
i~D

As -the blmovia~o city V gWomchea =eo, .ve btalu lhe402lvlu8

fami~re xresso!1 trugh 'diffa tlation of Eq. (C-2k)- and wse oDf

o 21Eo-utalto rule:-

=6i ccmised witik aP UW l$ti ula i ga of Bq. 0c-23) 7ieldS

j ~TrovOded thew Solutin 2wretricted to V << D/,A In the-boxmdnz 2ayer.

When varorlwtlrm -or deem'osition occurs as the =oe of surftce

rcmvui.-the diffuaing com.'zient Is conod~rea to be lhe cocxmnet

vaporized or dmc2ozed at the muface. Equmatio ("~2) Is icd to

copute the eccoion rate becauce the mole fraction at tte Vasi 16
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kwran an diaosed An the ==t section. Vlhe a ctienicaL ztaction

ocIwB between the mdnust Ses and te via mter.a,6 the dff~a~zS

I oMMonont As the rea-Ctent In Ito embustoxi PB. In tiJe case fte zole

:frction of xesctant at the well rust be ccnirbed.

M!ie recewson =ato of the ivaU Us given by

12 11is cuse the vall concentratio Us cm~xted fro the tolcrItS

r2ation obtalued fra Zgpj. (C-26) and (C-27)

2erefom.. frmi Zgp, (C-25) and (C-28) we obtain

Esultm (C28) -.== o ditffusion Idmited xeaatl=n

AnA gives a c=ooit tronaition between kinetic controlled and diffusin

ctutro21ed rcaictiono.

In its cmrret :foz; the ccu'uter rmzre VI~rtten to p3erfom -me

ourfta recesion o iculation c= i tccc~mdma a zwl of
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I urfoxes IV* eZDDX21 'WS ca12ted. an d2e* x=I af -e Am7ddda zeac-

ian e zterigL aoes ~ mot, ito =& e~a aim ~ext c- .ioxactlo

-to ae Iext mt=U4i =*wface =xgauitawie -t t9 ~ir =2,v by

r.z14n(:Iu -Mie mse of Smb~e (:In~ adet (z

Mi genmxtion 69 vaws I&d& zeert ~ =utl yV m

.Vtm a cquibl= =Ip-eBure, Mue data am Ibez =sed to

aeel1w a WIT= zssw eauatm o tbe TO=

me utet 2b~t (of i !rz=tn i eec 021t14n :is ±ben icq~ -to 3

=d tb, t of zurftee xeova. catlted~, dlffrali (of theproats

of atacodiuimv toazb ae boia=7 2,Lv= =it r4. Uc-26)
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I Letters

C Specific heat of wall material

C Specific heat at constant
P

D . Coefficient of mass diffusion

E Activation energy of reaction

G I Mass flow rate per unit area

&AH Enthalpy change during reaction

K Thermal conductivity

M Mach number

Mw Molecular weight

P Prposure

Pr Prandtl nunber

x i R Universal gas constant

" Temperature

Adiabatic wall temperature

Temperature at first Interior mesh point

T2  ( Temperature at second interior mesh point

U ar velocity
v Bl owi.,g vel.ocity of ejected (a -,PV/P e)

Y i Mole fraction of W
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a* Sonic velocity

of Coeffiiient of friction

fx,) Radial position of hot gas bomdm7'

go GrmvItstio-al coustemt

h Convective heat transfer coefficient

heff Effective heat transfer 'ooefficient

Constant factor JA melt viscosity equation

kvap Constant factor In vapor pressure equation

kv Consant factor In rate equation

n Iforial coordiate to surface

Q Vc adltus of'curvature of the throat

rt Throat radiur, (value of y at the throat)

v Normal recession rate of surfitce (a +l (ir W

x Axial :oordinte

Y Radial coordinate

Greek ' e~ters

Angle of wall surface

Specific heat ratio of gases

8 Melt layer thi.ckness

R±fective thickmess of boundary layer

V Tamgentia coordinate to surface
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P Density

7 Showr sitre0s

dh&.6bar acodItidhs

tonatios t. e64p of bcmary Iayx

COnidltione it gps gcerated vithit dh nx ablatdo-

± IndWA rans %rermodes of. vral erd6aioa

ra 4eIt p rieis or cmdtions

91GnBql ineifce (or g-All2 Interface if no iquid1

Distance-x srw fte to ftroat Interior mesh point'

Distance fkm' first to second Interor matt "vint

yap Vaor propntles or conditiona

* ~ ftee atzeam aonatl=

* Sonia COMMiSMA
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VPWiDIX D

STAB Z" ANLLSLS FOR TM PINITS DIPPEWME

AN OF TH L = COMOUOTION QUATION

A difference scheme, such as that obtained by assigning values to r

and s in Eq. (25) above, will be termed stable, for given values of

the space and, time increments if, initial, truncation, or boundary errors

Lutroduced into the analysis do dot grow without bound as the number of

time steps increases. Thus a sufficient condition for stability is that

the ratio of the total error at the end of any computational step to

that at- the beginning does 'not exceed one in modulus. A stability

.analysis wil be performed for Eqi. (25) fbr varying r and s to

otdetermine which values provide stable schemes, Stability will be further

chAradterized as conditional or unconditional according to whether or not

it depends upon the boundedness of the ratio R ALTh2 "

h

jtbing Rij. -( O, Above and its radial analog for d,.zd,=d,=d,=ht We ca

r aw ive Eq. (25) in-the-ful:Lning form. (the in%'s m and n are

qoM to indicate spatial oubsoripting rathor than i and j to avoid

-,,ponfusion boloW with the imaginary number 1 = .- 1)1

JfL'hZf... 2 + 0 s! Y3+h 2 IQ(-r) 2 (-) 2]V (.D-1)\t yy L7Jm8 nk

If we iga ro the effect of boundary conditions and lump all errors intro-

duced Into the snalysiz at =ny point (x.ynplrk) into a aingle varie,

-C -
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em~nktthen we see that cmtn,k will satisfy Dq. (D1) within to=--

of order h2 +(r+s-l),&T + 4T2. AssmiaT a separptdd solation for

(doe Ref. 20, for exatkyle) of the form

~imai InD h
m~n~k A Apq 0q ke± , Dq

ppq

where p,q take on integral values, then if we can show that I

for anl p and q this will imply that m:9k1 1. This is theem,n, k
sufficient condition stated earlier for stability.

Substituting Eq. (D-2) into (D-1), equating terms of like indices p)

and q and eliminating common factors we obtain:

im h inOhr 2.r ~ I imet h inP h 4 2(1. 1

Then using the identities

h2 62 e im no 4e inmsin2 ff (D-5)
2'

Eq. (D.-3) can be rewritten ini the following form:

l-Rfr)sin2 al + (1_8)sin 2 Jk

l.4jrh 2 + 13sin2 "I
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- We wish to see when Jul I or -1 s 1 . Because r, s el, we

see that I 1 is satisfied for all permissible valuee of r,s, and

S I R; T a -1 is satisfied when

It is easy to see that (D-7) holds for all R > 0 if

r, s k (D-8)

Thus, if r and s satisfy (D-8), Eq. (D-l) determines an uncondition-

ally stable scheme. If r,s <j, then (D-7) holds only for

0 and we hare only conditional stability. We may similarly show that for

one of the parameters, say r, less than I and s 2:+, (D-7) is1

satisfied when R !9 1 and again we have only conditional

stability. These cases cover all possible schemes determined by Eq.

(25) for which r and s are invariant and we therefore see that the

only ones which satisfy the sufficient condition of non-amplification

for all values of R are those given by (D-8).

There is another class of schemes in which values for r and s are

switched after every t1me step, which we term "alternating schemes. In

particular, we will consider a restricted class of alternating schemes

©
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for which a = -,r ar a r > +in odd time steps. The alternating

direction methoc tetf Peaceraan and Rachford falls within this class and

~is obtained when r=l1 and s=O0 in odd time steps and r=O0 and

a = 1 in even. To analyze the stability of this restricted olsaa of

alternating sohemds, we investigate the following two expressions. ono

for an odd step ari one for an even wb.4ch are analogous to Sq. (D-6)1

1_4R[(lr)sin 2 h an l](-o

l..4R[r~sn _ *l.)sin 21
0 2 1'

1ee +4Rt[(l-)sin2  _ + rosin 2 k

.1where r has the value r 0  in odd steps an& l-ro in even. It has

already been demonstrated that neither I1oddt nor 17e.1are

bounded by 1 for all values of R > 0 but only for values of

R (2e . I and ic 1 respectively. However, it can readily be

shown that '~,d~Vn or all R > 0,, provided that R has the

same value in both Eq. (D-10) and Eq. (D-11)9 i.3.p provided that AT 4

be held constant for two time steps. Therefore, we can assert the
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unconditional stability of all such restricted alternating schemes for

solving Eq. (D-1),. The simplest for computational purposez and tharo-

fore the one we have chosen is the Peace'man-Rachford method, &I.nca it

is the only one which generates tridiagonal sy'stem of equation6.

*Since the writing of this report a stability analysis was performed
covering all possible alternating schemes, removing the restriction
r 4 a = 1. The criterion determined for unconditional stability of
an alternating scheme is r + s 2t1 provided that each valu~e of
AT employed be held constant for at least t14o time steps. It can
further be shown that# when r + a < 1, the condition on R required
for stability is just inequality (D-9). Clearly, alternating schemes
provide no advantage over those for which r and 8 are invariant,
with the single exception of the alternating-direction method which is

computationally more convenient.
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